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Human Factors Guidelines for Command and Control Systems:
Battlefield and Decision Graphics Guidelines

1. Introduction.

The role of computer graphics in command and control (C2) systems is very promising. Static
and dynamic situation map displays, topographical displays, and graphs of resources, tactical
targets, unit performance and weather data are types of battlefield and decision graphic displays.
Graphic displays summarize large quantities of data and potentially can enhance the users' ability to
process information and to manage information. Also, when used as components of the dialogue,
graphics may speed up user-computer commu.ication and may increase the accuracy of the
dialogue. Improvements in information processing, in information management, and in
communication should also increase the response rate of the man-machine system to the rapid
information and decision making demands of the battlefield environnment. However, characteristic
of any sxstem capability, the effectiveness of computer graphics in C- systems and its coniiibution
to the C' process are influenced by how computer graphics is implemented in the user-computer
interface.

The interface links the user to the computer, enables the user to control the computer and
determines how the user and the computer will communicate. An effective user-computer interface
supports user-task performance. The purpose of these guidelines is to provide information that can
be used to develop user-computer graphics interfaces that support performance in the cognitive,
perceptual, and motor domains and that eliminate physiological discomfort and psycho-emotive
disturbances. The guidelines are intended for generators of design requirements, system designers,
application progra~mmers, graphic ajtists, human factors specialists, psychologists, and others who
participate in the development of C systems. Ideally, by using thies guidelines in the design and
evaluation of C2 systems, the potential benefits of computer graphics in C2 systems can be
realized.

These guidelines provide information about selected components of graphics interface design.
Guidance is provided about those aspects of graphic presentation, interactive dialogue, and
screen format and display characteristics which affect the efficiency with which the user
can: (1) process information from computer-generated graphic displays; (2) construct and
modify graphic displays; and (3) communicate with the computer to execute user requests.
Suggested graphic aids and techniques, designed to enhance user performance, also are provided.
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1.1. Methodology.

An extensive literature search was conducted. The literature of concern to C2 computer
graphics is voluminous and comes from a variety of fields, such as graphic arts, cartography,
human factors and ergonomics, computer science, statistics, ophthalmology and biomedical
engineering, comn-mand and control, and psychology. Automated literature searches and physical
searches of major journals were conducted to identify the guidelines documents, journal articles,
conference proceedings, annotated bibliographies, standards, technical reports and texts that are
listed in the comprehensive bibliography.

The original research approach was to compile into a single volume the existing graphics
guidelines published in human factors guidelines documents and military standards. However,
most published guideline documents and standards do not address graphics in detail (e.g.,
guidelines on the use of various graphic forms, color coding, and icnnss are not generally provided
in any detail). Therefore, the graphics guidelines in published guideline aocuments and military
standards (e.g., Parrish, R. N., Gates, J. L., Munger, S. J., Towstopiat, 0. M., Grimma, P. R.,
and Smith, L. T., 1983; Smith and Mosier, 1986; MIL-STD-1472C, 1983) were extracted; and
where information was available, these published guidelines were elaborated upon or updated using
material obtained from other sources. Also, additional guidelines were written using information
from other sources, that is: (1) journal articles; (2) technical reports; (3) conference and workshop
proceedings; (4) texts; and (5) other standardization projects.

While the number of references cited in the body of this research product are extensive,
primary references used in developing these guidelines were:

Cleveland, W. S. (1985). The elements of gphingdata. Monterey, CA: Wadsworth
Advanced Books and Software.

Headquarters Department of the Army (1966, April). Department of the Army Pamphlet
325-10. Standards of statistical presentation. Washington, D.C.: Author.

Foley, J. D., Wallace, V. L., and Chan, P. (1984). The human factors of computer g-aphicsinteraction techniques. IEEE Computer Graphics and Applications, 4, 13-48.

Freeman, H. (1986). Computer graphics. In K. R. Boff, L. Kaufman and J.P. Thomas
(Eds.), Handbook of perception and human performance: Volume I Sensory processes and
.grception (pp. 3-1 - 3-42). New York: John Wiley and Sons.

Gittens, D. (1986, June). Icon-based human-computer interaction. International Journal of
Man-Machine Studies. 24, 519-543.

Knapp, B. G., Moses, F. M., and Gellman, I.H. (1982). Information highlighting on
complex displays. In A. Badre and B. Schneiderman (Eds.), Directions in human-computer
interaction5. Norwood, NJ: Abex.

McCleary, G. F. (1981). How to design an effective graphics presentation. In P. A. Moore
(Ed.), How to design an effective graphics presentation: Volume Seventeen, Cambridge, MA:
Laboratory for Computer Graphics and Spatial Analysis, Harvard Graduate School of Design.
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MfIL-STD-1472, (1983, September). Military standard: Human engineering design criteria for
militaa systems. equipment and facilities (rev. ed.). Washington, DC: Department of Defense.

Murch, G. H. (1985). Color graphics-blessing or ballyhoo? Computer Graphics Forum. 4,
127-135.

Newman, W., and Sproull, R. (1979). Frinciples of interactive computer graphics (2nd ed.).
New York: McGraw-Hill.

Parrish, R. N., Gates, J. L., Munger, S. J., Towstopiat, 0. M., Grimma, P. R., and Smith,
L. T. (1983, April). Development of design guidelines and criteria for user/operator transactions
with battlefield automated systems: Phase III Final Report: Volume I1 (Contract No.
M.DA903-82-C-0245). Alexandria, VA: U.S. Army Research Instinac for the Behavioral and
Social Sciences.

Pomerantz, J. R., and Kubov, M. (1986). Theoretical approaches to perceptual organization.
In K. R. Boff, L. Kaufman and J. P. Thomas (Eds.), Handbook of perception and human
performance Volume 11 Cognitive processes and performance (pp 36-1 - 36-44). New York:
John Wiley and Sons.

Rock, 1. (1986). The description and analysis of object and event perception. In K. R. Boff,
L. Kaufman and J. P. Thomas (Eds.), Handbook of perception and human performance. Volume
fL:Cognitive processes and performance (pp. 33-1 -33-71). New York: John Wiley and Sons.

Schmid, C. F., and Schmid, S. E. (1979). Handbook of graphical presentation. New York:
John Wiley and Sons.

Smith, S. L., and Mosier, J. N. (1986, August). Guidelines for designing user interface
software (ESD-TR-86-278). Bedford, MA: MITRE Corporation:

Tufte, E. R. (1983). The visual display of quantitative information. Cheshire, CT: Graphic
Press.
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1.2. Guidelines Overview.

The battlefield and decision graphic guidelines are organized into three major sections: Graphic
Presentation, Interactive Dialogue, and Screen Layout and Display Characteristics. Graphic
Presentation, the most extensive of the three, is designed to answer questions about the use,
selection, construction and coding of graphic displays. The application context for these guidelines
is primarily computer generated graphic displays. In the organization of this section, generic
guidelines are presented first. These generic guidelines are applicable to a majority of the types of
graphic forms and provide prescriptions for the use (i.e., when to use a graphic presentation
format as opposed to text or tables), construction, ,-.d coding of graphs.

The coding guidelines have a broader application in that they also provide information that
concerns the design of the interactive dialogue. Guidelines are provided for selective highlighting;
brightness coding; reverse video; blinking, flashing, or pulsating; symbol coding; color coding,
and texture coding. Many diverse sources were used to derive the generic guidelines; however,
Murch 0985) was the primary source used for the color coding guidelines.

Guidelines on "Graphic forms" follow the coding guidelines. These guidelines provide
information about the use and the construction of specific types of graphs. A wide variety of
graphs are covered to encourage their use in command and control systems. Guidelines on bar and
column graphs, curve and arithmetic line graphs, surface graphs, pie charts, flow charts, map
displays, and three or more dimensional forms are provided. DA Pamphlet 325-10 and Schrnid
and Schmid (1979) were used as the primary sources for the guidelines on graphic forms. Only in
limited cases are these guidelines based upon the results of actual empirical research; rather, they
typically detail the conventional practices of statisticians and graphic artists. However, in most
cases, man's perceptual and cognitive capabilities and limitations provide the underlying rationale
for the conventional practices prescribed for the construction of graphs.

Guidelines that address Dynamic Displays conclude the section on Graphic Presentation.
These guidelines were taken from MIL-STD-1472C (1983). Minimum guidance is available
concerning dynamic displays, and additional research is needed in this area to develop additional
guidelines.

Interactive Dialogue addresses user-computer graphic communication and is divided into two
smaller sections. In the section, Interaction Tasks, guidelines concerning the basic tasks of the
interactive graphics dialogue are provided (i.e., selection, positioning, orienting, pathing,
quantifying, and text entry). These tasks are used as a framework to prescribe capabilities of
interaction techniques and to prescribe other interface features that are needed to permit the user to
construct and modify a graphics display. Foley, Wallace and Chanr 0980, i984) and Smih and
Mosier 0986) were the primary sources used to develop these guidelines.

Iconic dialogue provides guidelines concerning the use and construction of icons as a medium
for user-computer communication. This section also contains an overview of the advantages and
disadvantages of icons and an overview of Gestalt principles, which provide the theoretical
foundation for the design of icons. The primary reference used for the icon guidelines was Gittens
(1986), which contains a summary of icon design guidelines based upon an extensive review of the
literature. Also, McCleary (.981), Pomerantz and Kubovy (1986), and Rock (1986) were used to
compile the Gestalt principles.

The Screen Layout and Display Characteristics provides guidelines concerning selected
components of the screen layout and characteristics of display devices that are important from the
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computer graphics perspective. For example, information is provided about the design of menus
and cursors. Information is also provided about display device characteristics (e.g., writing speed
and color capability), that are irnportant considerations when selecting a display device for
computer graphics applications. The primary references used for these guidelines were Foley,
Wallace and Chan (1980,1984) and Freeman (1986).

With the exception of selected guidelines that provide information about the characteristics of
display devices (e.g. Screen Layout and Display Characteristics), the guidelines do not address
hardware (i.e., specific types of display devices, input devices, and output devices, and
information about their use). The interested reader can consult the appropriate literature (e.g.,
Banks, Gilmore, Harold and German, 1%3; Bournique and Treu, 1985; Engel and Granda, 1975;
Freeman, 1986; Galitz, 1981; Hendricks, Kilduff, Brooks, Marshale and Doyle, 1982; Newman
and Sproull, 1979; Parrish et al., 1983; Rupp, 1984; Swezey and Davis, 1983; and Treu, 1976).
These guidelines are formatted in numbered paragraph format. Individual paragraphs present
guidelines under the topic headings. An individual guideline narrative is followed by references to
(a) any appropriate Figures, (b) other relevant guideline sections to refer to for further information
and (c) primary references. Cross references are made to relevant paragraphs in MIIL-STJ- 1472
(e.g. MiIL-STD- 1472 5.15.3.6.1).
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1.3. Graphic Standards.

Graphic standardization projects also provide useful sources of information and tools for
developing graphics interfaces (e.g., ANSI, 1984 a, b; Computer Graphics, 1979; Guedj and
Tucker, 1979; Geudj ten Hagen Hopgood, Tucker and Duce, 1980; and ISO, 1980). These
projects propose standards for the application programmer interface, the virtual device interface (or
graphics-device software interface), and for computer graphics metafl'es (device independent data
bases). Van Deusen (1985) provides the most recent drafts of the seven proposed graphics
standards systems that are currently competing for acceptance and provides an explanation of their
differences and applications. These systems are: CORE, the Graphical Kernel System (GKS), the
Programmer's Hierarchical Interactive Graphics Standard (PHIGS), the Initial Graphics Exchange
Specification (IGES); the Computer Graphics Metafile (CGM); the Computer Graphics Interface
(CGI); and the North American Presentation-Level Protocol Syntax (NAPLPS).

Competing for acceptance as the standard for the primary graphics-application programmer
interface are the CORE systerm, which is the proposed Association of Computer Machinery-Special
Interest Group on Graphics (ACM-SIGGRAPH) standard; the GKS; and the PHIGS. Of special
interest is PHUGS, which emphasizes the support of command and control applications and other
applications that require a highly dynamic and highly interactive operator interface. The principle
objectives of the proposed API (Application programmer interface) standards are to provide
portability for the application program across a wide range of operating systems, programming
languages and interactive graphics devices.

Both the Initial Graphics Exchange Specification (IGES) and the Computer Graphics Metafile
(CGM) conccen computer graphics data bases and are graphics storage and transmittal standards.
The Computer Graphics Interface (CGI) is a proposed universal graphics-device software interface
standard and North American Presentation-Level Protocol Syntax (NAPLPS) is the only current.'y
adopted ANSI standard for graphics-device software interfaces.
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1.4. User-performance f'eslgn Goals.

An effective user-co:Aiuter interface supports user-task performance. User-performance goals
for interface design are:

1. The interface should support user-task performance in the cognitive, perceptual and motor
domains. The interface should accommodate the user's cognitive, perceptual, and motor
capabilities and limitations. Workloads in the cognitive, perceptual and motor domains should be
minimized. For example, in the cognitive domain, the aiding techniques incorporated in the
interface and the presentation formats used should support the users ability to extract, assimilate
and analyze information.

2. The interface should not cause physiological discomfort (e.g., visual fatigue, difficulty in
focusing, and optical illusions).

3. The interface should not cause psycho-emotive disturbances (e.g, boredom, panic,
frustr?,"on and confusion).
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1.5. Design Principles.

The design principles described below were used as the conceptual foundation for the writing
of the guidelines and were primarily derived from Newman and Sproull's (1979) user-oriented,
rules for graphics software design. These principles capture the essence of the guidelines. When
applied throughout the development of a system in conjunction with the specific guidelines detailed
in this research product, the design principles will support the development of a graphics interface
that satisfies the user-performance goals.

1. Simplicity. The user-computer interface should not contain features that are too
complex for the user to understand. Also, the graphics in the interface should not be too complex,
in terms of: (1) structural complexity (e.g., icons that have an excessive number of graphic
primitives or the use of graphic design elements that are redundant, and which compete with the
quantitative information that is conveyed on a graph): (2) cognitive complexity (e.g., assigning
meanings to symbols that differ from their normal usage in the user population; the presentation of
critical data in graphs that are poorly constructed; or the use of logarithmic scales or three or more
dimensional graphic forms with users who are not familiar with these presentation formats.); and
(3) perceptual complexity (e.g., the presentation of a cluttered situation map display that is difficult
to read and which uses color coding inappropriately). The interface complexity should be
appropriate for the characteristics of the user population.

2. Consistency. The graphics interface should behave in a generally predictable manner.
For example, procedures for deletion, zooming, and panning, and procedures for performing
selection, positioning, quantifying and other interactive tasks should follow simple and consistent
patterns without exceptions. Consistency will help the user form a conceptual model of the system,
will help the user perform his work with minimal conscious attention devoted to his tools and their
operational procedures, and will not disrupt the continuity of the user's thought processes.

Similarly, consistency should be achieved in the design of the graphic displays (e.g.,
construction and coding ). Symbols and colors should also have consistent meanings.
Consistency in these areas will permit the user to focus upon changes in data, will minimize
cognitive workload, and will circumvent user confusion.

Also, the designer should attempt to maintain consistency in system performance, so that the
system provides an equally consistent speed of response.

3. Flexibility. The interface should accommodate individual differences among users. For
example, the interface should be flexible enough to accommodate the unique characteristics of
groups of users, such as differences in knowledge, skills and abilities concerning the subject
domain, and experience with computers (e.g., provide memory aids, where users can request
symbol definitions or other detailed information about graphics symbology; provide analytic aids
for topgraphic analysis; and provide multiple interaction techniques to support novice and expert
users).

Also, the interface should be responsive to the user's task information requirements, which
may not be the same for all users (e.g., provide more than a single format to assist users in
identifying patterns and trends or other idiosyncracies in the data or to satisfy user differences in
informational rcquuleficiitS, pfovidu seoue.icing, panning, and zooming techniques. to permit uers
to view areas of interest or to view an area in greater detail).
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4. Completeness. There should be no obvious omissions in the set of functions or
features provided (e.g., a user should be able to erase a part of an image without having to
reconstruct the entire image and a user should be able to place text on a situation map display).
However, completeness does not imply comprehensiveness. The interface need not contain every
imaginable graphics capability but it should contain a reasonable set of capabilities that can
effectively handle user tasks and that supports the flexibility requirement, as described above.

5. Robustness. Error handling is not addressed in the guidelines. However, as a general
rule, the system should always respond appropriately to user errors. Trivial errors of omission or
repetition should be corrected without comment from the system. Serious errors should be
reported in the most helpful manner possible; and only in extreme situations, should user errors
cause termination of execution. Rules of interpersonal interaction observed in human
communication, such as cordiality, politeness, tactfulness and restraint, are applicable to the
user-computer dialogue.
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2. Graphics Presentation.

Graphics show spatial, temporal, or other relations among data by special formatting of graphic
elements. This section provides information and guidance on when and how to present data in a
graphics format. The guidelines are designed to answer questions about the use, selection,
construction, and coding of numerous graphic forms. The application context for these guidelines
is primarily computer generated graphic displays, i.e., displays automatically created by the
computer to represent data in the computer data base. Guidelines that concern user construction
and modification of graphics displays primarily appear in the section, Interaction Dialogue.
However, selected guidelines detailed below are relevant also to user-computer graphics
interaction.

2.1. Use. Consider graphics rather than text description or tables in the situations described.

2.1.1. Relations. A graphics format is appropriate to show relations in space or time.

Foley and Van Dam (1982); MIL-STD-1472 5.15.3.6.1; Stewart (1980); Smith and Mosier (1986).

2.1.2. Scan and compare. When users must quickly scan and compare related sets of data
a graphics format is appropriate.

Cleveland (1985); Engel and Granda (1975); MIL-STD-1472 5.15.3.6.1; Smith and Mosier (1986).

2.1.3. Monitor. When users must monitor changing data, a graphics format can be used

effectively.

Smuth and Mosier (1986); Tullis (1981).

2.2. Selection. Ideally the graphic form that best supports the information requirements of
the user should be employed. Use the following guidelines in place of or in addition to task
information referents to select an appropriate graphic form.

2.2.1. Data, objectives and user characteristics. Consider the nature and
characteristics of the data (e.g., range and scale of measurement), purpose and emphasis of the
message to be conveyed, and user characteristics when selecting a graphic form.

Pfeiffer and Olson (1981); Schmid and Schrnid (1979).

2.2.2. Graphical-perception tasks. Quantitative data should be encoded on a graph so
that the visual decoding involves tasks as high in the ordering of elementary
graphical-perception tasks, as possible. The elementary graphical-perception tasks ranked in
descending order by accuracy of human performance are:

1. Position along a common scale
2. Position along identical, nonaligned scales
3. LnTh
4. Angle-Slope
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s. a a
6. Volume
7. Color hue-color saturation-density

Cleveland (1985).

2.2.2.1. Distance and detection. Consider distance and detection when selecting a
graphic form based upon the ordering of the elementary graphical perception tasks.

a. A decrease in the accuracy of perceptual jugments may be associated with an increase in the
distance between the data values on the graphics display. Specifically, an increase in the distance
between the graphical elements that encode the data values can increase the number of errors in
judgment.

b. Detection is the ability of the user to see the graphic elements on the data display either
simultaneously or by nearly effortless scanning. For example, legibility and the ability to
discriminate visually between graphic elements must be considered when selecting and constructing
a data display based upon the ordering of the elementary graphical perception tasks.

Cleveland (1985).

2.2.3. User selection. As possible to do so, allow the uher to select the graphic format that
best satisfies the informational needs.

2.2.4. Multiple formats. As necessary, provide more than a single format to assist the user
in identifying patterns trends or idiosyncracies in the data and to satisfy user differences in
information requirements.

See 2.5.2.6.2. Differences of curves; 215.2.6.3. Trend lines; 2.5.2.6.4. Residuals.
Tufte (1983).

2.3. Construction. Graphic displays should be designed in a consistent format. Consistency
in design is important because it permits the user to focus on changes in data without being
distracted by changes in display format This section reviews basic principles of construction that
are generally applicable to most graphic forms. Use these guidelines to achieve consistency in the
design of graphic displays. The section, Graphic Forms, provides additional principles of
construction that are idiosyncratic to specific graphic forms.

Snmth and Mosier (1986); Tufte (1983).

2.3.1. Scales.

2.3.1.1. Selection. Choose scales that give a true picture of the data. Altering the scales of a
graph may expand or contract the image or representation of the data and may change the way the
information is perceived and interpreted.

See Figure 1.

DA PAkM 325-10 (1966); Tufte (1983); White (1984).
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(a) (b)

Neutral. In this arithmetic line graph Dramatic. The vertical scale is
neither scale is exaggerated. The vertical exaggerated in this graph of panel "a"
and horizontal scales are equal, creating data. The curve shows changes that
a square grid. The curve shows changes are dramatic, rapid, and sudden.
that are neutral to moderate.

(C)

Flat. The horizontal scale is exaggerated in this
graph of panel "a" data. The curve shows cnanges
that are sluggish, slow and flat.

Figure 1. Illustration of the effects of scale alteration on the
perception and interpretation of information.
Note. From Using charts and graphs: 1000 Ideas for visual persuasion (p. 169).

by J. V. White, 1984. New York: R. R. Bowker Company. Copyright 1984 by
Jan V. White. Adapted by permission.
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2.3.1.2. Consistent scaling. When graphics data are to be compared across a series of
graphs, use the same scales for each graph.

a. It may be difficult for users to compare data sets that are scaled differently. Users may
overlook that the scales are different and interpret the data erroneously.

b. As an alternative to displaying separate graphs, consider combining rhe graphics into a
single graphic format, as possible to do so.

See 2.5.2.6.1.5. Index scales; 2.52.2.1. Multiple slope curve graph; 2.5.2.3.1. Multiple step curve graphs;
2.5.2.6.1. Special scales.
Cleveland (1985); Smith and Mosier (1986).

2.3.1.3. Linear scales. Except where system requirements clearly dictate nonlinearity to
satisfy operator information requirements, linear scales should used in preference to nonlinear
scales.

See 2.3.1.4. Logarithmic scales.
MIL-STD.1472 5.2.3.1.4.

2.3.1.4. Logarithmic scales. For users who are familiar with logarithmic scales, consider
using a logarithmic scale:

a. When it is important that the user understand rates of change, percent change, or

multiplicative factors.

b. To improve resolution and to help the user do a better job of grasping and analyzing data.

See 2.5.2.6.1.6. Logarithmic amount scales.
Cleveland (1985); DA PAM 325-10 (1966); Schmid and Schmid (1979); Smith and Mosier (1986); Tukey (1977).

2.3.1.5. Multiple scales. Generally, the use of multiple amount scales on the same graph
should be avoided and used for specialized purposes only.

See 2.5.2.6.1. Special scales.
Schmid and Schmid (1979).

2.3.1.6. Three dimensional scales. The use of three dimensional scales (i.e., the
plotting of multivariate data using x, y, and z-axes) should be restricted to special applications for
users who are familiar with them.

a. As an alternative to three dimensional scales consider showing a third dimension with
auxiliary coding (e.g., shape or color coding) or use pictographic symbols or multiple displays to
present multivariate data.

b. When three dimensional scales are used, adopt a consistent method of representation (e.g.,
isometnc or orthographic projection, perspective drawing, or tnianular coordinate grid).

See 2.5.7. Three or more dimensional forms; 2.4.6. Color coding.

Smith and Mosier (1986).
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2.3.1.7. Scale axes. The axes of graphs shall have major scale divisions (tick marks) which
shall be numbered or labeled. The axes of graphs shall be labeled with their description and unit of
measurement.

See 2.3.1.8. Scale divisions.
MJL-STD-1472 5.15.3.6.4.

2.3.1.8. Scale divisions.

a. Major scale divisions shall be easy to read (e.g., shall progress by 1, 2, or 5 units or
decimal multiples, thereof) and should cover the entire range of the data. Awkward divisions
(e.g., odd intervals of 7, 11, 13, etc.) shall be avoided arid used only where it is appropriate for
the data plotted (e.g., the seven days of the week, or 12 months of the year).

b. Mintimize the number of major and intermediate scale divisions. As possible, use less than
10 or 12 major scale divisions; and use no more than nine intermediate scale divisions.

See 2.3.2. Grid.
MIL-STD-1472 5.2.3.1.5; .Schmid and Schmid (1979); Smith and Mosier (1986).

2.3.1.9. Scale numerics.

2.3.1.9.1. Zero. Display scale should start at zero, except where this would be inappropriate
for the function involved. For example, do not include zero when its inclusion would severely
compromise the resolution of the data.

See 2.5.1.1. Bar graphs; 2.5.2.1.2. Grid.
Cleveland (1985); MIL-STD- 1472 5.2.3.1.6.2.
2.3.1.9.2. Whole numbers. Except for measurements that are normally expressed in

decimals, whole numbers should be used for major graduation marks.

MIL-STD-1472 5.2.3.1.6.1.

2.3.1.10. Scale break. Avoid breaking the scale, as possible to do so. If a scale break is
necessary, use a full scale break; and do not connect numerical values on the two sides of a break.

See 2.5.1.1.1.6. Breaking a bar; 2.5.2.12. Grid.
Cleveland (1985).

2.3.2. Grid. A grid, rectangular in shape, consists of two vertical scale lines, two horizontal
scale lines, and horizontal or vertical scale rulings drawn inside the grid (grid lines). The grid
bounds the data region, the area for plotting data. Grids should generally be used when presenting
data in a graphics format.

2.3.2.1. Grid lines. Horizontal and veilical grid lines guide the eye in locating and reading
points on a graph. Use grid lines when presenting data in a graphics format; however, grid lines
should not obscure data and should be clearly d'stinguishable from the data.
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2.3.2.1.1. Principles. Consider these general principles when constructing a grid.

a. Minimize the number of grid lines; however use enough grid lines so the user can obtain an
approximate reading of the data values. Too many grid lines may clutter the display, obscure data
and make the display harder instead of easier to read.

b. Grid lines may be omitted or suppressed when data values can be read using tick marks.
However, grid lines and tick marks are usually necessary to obtain approximate readings of data
values, except for very small graphs.

c. Most graphs will not need more than 8 or 10 vertical or horizontal grid lines.

&. Graphs that are to be read precisely need more grid lines than those meant to give a general
picture.

e. Use more grid lines with wide graphs than with narrow graphs and more with tall graphs
than with short graphs.

f. Grid lines should be thinner than data lines or curves, and should not be visible through
bars, columns or other graphic or pictorial data elements (i.e., they should not cross them). The
zero line or other base line is made broader than other grid lines.

2.3.2.2. Graphic aids. To both minimize the number of grid lines and satisfy the user's
individual preference or information requirements (i.e. differences among users in the degree of
accuracy or amount of detail needed from the graphics display):

a. Consider placing the suppression and presenution of grid lines under user control.

b. Consider providing a capability where the value of any data point selected by a user is
displayed automatically.

c. Consider pioviding a capability where all the data values in the graph can be displayed in a
t -, when requested by the user.

See 2.3.6. Graphic design elements; 2.5.2.1.2. Grid.
DA PAM (1966); Schmid and Schmid (1979); Smith and Mosier (1986).

2.3.3. Typeface. Type should be upper and lower case with simple sans-serif type fonts and
with few exceptions, should be positioned from left to right, the normal orientation for reading.

DA PAM (1966); Ives (1982); Schrnid and Schmild (1979).

2.3.4. Labels. When it is necessary to label graphic data elements (e.g., bars, columns, and
curves) use adjacent labels in preference to keys or legends, as possible. Because contiguous labels
require less movement of the eye and less remembering, they permit the user to assimilate
information more efficiently than do keys or legends.

a. Labels should be concise, easily read, reasonably close to the graphic data elements,
arrang, d to achieve a bAlIanc'ed composition of the graph, and in a horizontal position. With the
exception of surface graphs and pie charts, labels should not he placed directly on graphic eiernentu.
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b. To connect the graphic data element and label, use arrows, Lines, or slightly tapered
wedges, as necessary.

c. Generally, abbreviations should not be used as labels for graphic data elements.
Abbreviations are permissible if they are standard annotations that are well known by a majority of
users. Computer abbreviations are not acceptable.

See 2.5.3. Surface graphs; 2.5.4. Pie charn; 2.5.6. Map displays.
DOD HDBK 761; Schrnid and Schmid (1979).

2.3.5. Key or legend. When it is necessary to use a key or legend to label graphic data
elements, locate the key or legend inside the grid. Locate the key or legend outside the grid when it
may obscure data elements, clutter the data region or interfere with the interpretation of the data. The
style and proportion of lettering in the key or legend should be the same as that in the graph.

See 2.3.4. Labels; 2.3.3. Typeface.
Schm-id and Schmid (1979).

2.3.6. Graphic design elements. Eliminate or suppress graphical design elements
(symbolic or pictorial features, decorative forms, three-dimensional formats, grid lines and other
design elements) that are superfluous, redundant or that compete with the data. The overall graphic
design should make the data visually prominent and should communicate quantitative and qualitative
information rather than graphical style.

Cle-eland (1985); Tufte (1983).

2.3.7. Realistic graphics. Consider using realis'ic graphics to.focus user attention. Due to
the their greater meaningfulness, realistic graphics may also be used to enhance information
processing and recall. However, the number of graphical design elements should be minimized.

See 2.3.6. Graphic design elements; 3.2.3.1.1. Pragnanz; 3.2.3.1.2. Meaningfulness of form; 3.2.3.2. Concrete
concepts.
Dwyer (1970).

2.3.8. Form. Graphics should tend toward the horizontal, greater in length than height, fifty
percent wider than tall. However, use the data as a guide in determining the shape of the graphic
when possible to do so.

Tufte (1983).

2.3.9. Reproduction. A graph's visual clarity must be preserved when reduced or printed.

Cleveland (1985); DA PAM 325-10 (1966); Schmid and Schrnid (1979).
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2.4. Coding. Coding is a means for representing and formatting display components to
support the user-computer dialogue and to maximize symbol differentiation to facilitate user
information extraction, assimilation and analysis of graphic displays. In addition, coding is used to.
portray data on a graphics display (e.g, symbol coding). Coding is also a means for highlighting
display components to focus user attention and to help the user locate and monitor critical data.
General guidelines concerning how and when to use coding and specific methods of display coding
are provided.

a. Coding should not reduce legibility, cause visual fatigue, be irritating or increase
transmission time.

b. Consistent meanings should be assigned to symbols and other codes, from one display to
aAother.

c. The codes used for the display should conform with accepted procedures and general user
expectations. For example, use standard military symbology on battlefield situation map
display, and use red to code a graphic symbol which indicates an emergency condition.

d. Coding methods can be combined to enhance their effectiveness in differentiating display
elements and in focusing user attention, especially for high density displays.

e. The code values used should be assigned in an orderly fashion. A logical or orderly
assignment of code values will help users perceive and remember the categories coded.

See 2.4.5. Symbol coding; 2.4.6. Color coding; 2.5.6.2.2.1. Coding techniques; 3.2. Iconic Dialogue.
Knapp, Moses and Gellman (1982); MIL-STD-1472 5.15.3.3.1; Parrish et al. (1983); Smith and Mosier (1986).

2.4.1. Selective highlighting. Selective highlighting is the use of a coding method to
emphasize important display components that require user atttention. Highlighting makes the
component(s) of interest more visually prorinent than other components on the display.

2.4.1.1. Critical Information. Use selective hightlighting on graphics displays to call
attention to unusual values or information, to identify graphics data or symbology that have been
updated or that should be updated, to identify search targets and to call attention to special areas or
features of the display.

2.4.1.2. Graphic Interaction tasks. Use selective highlighting to assist the user in the
performance of graphic interactive tasks, i.e., tasks performed to enter graphics data, to construct,
to edit and to manipulate graphics display elements.

See 3.1. Intera:tion tasks.

2.4.1.3. E-xtent of use.

a. Higbl'hting is most effective when used sparingly, i.e., to accentuate a few items on a
display that is relatively uniform mn appearance except tor the hightlighted items.
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b. Highlighting should be remoed when it no longer has meaning. For example,
highlighting, used to identify critical fi:re missions, should be removed when the missions have
been fired.

Knapp, Moses and Gellman (1982); Smith and Mosier (1986).

2.4.2. Brightness coding. Avoid the use of brightness coding as the single coding
strategy, as possible to do so. When used as the single coding strategy, consider restricting
brightness coding to applications that only require differentiation between two categories of
displayed items, i.e., use a two-valued code, bright and dim.

a. An effective brightness coding strategy could perhaps consist of up to three to four
brightness levels. However, the brightness levels used may not be equally discernible at all levels
of display intensity and under varying conditions of ambient light (fluorescent, incandescent or
daylight). Differences in the brightness levels in various regions of the display may also cause
visual fatigue.

2.4.2.1. Combined with other methods. Brightness coding can be used with other
coding strategies to increase symbol differentiation and the overall effectiveness of the display (e.g.
color).

2.4.2.2. Precautions. For systems where users can control the overall intensity of the
display, test to verify that any brightness coding used is distinguishable at all levels of display
intensity. Also, consider testing the effectivenss of the brightness coding under varying conditions
of ambient lighting.

See 2.4.6. Color coding.
Parrish et al. (1983); Smith and Mosier (1986).

2.4.3. Reverse video. Reverse video, which is also called brightness inversion, is
implemented as a change in the contrast between the display background and its components. For
example, dark characters on a bright background are changed automatically to bright characters on a
dark background or vice versa. Consider using reverse video to implement selective hightlighting,
specifically to hightlight critical information and to support user performance of graphic interaction
tasks (e.g., attribute selection and selection of graphic elements for editing or deletion).

See 2.4.1. Selective highdighting; 3.1.1.4. 1-ighdlighting.
Parrish et al. (1983); Smith and Mosier (1986).

2.4.4. Blinking, flashing, or pulsating. Use blink coding to focus the user's attention
for urgent items only, (e.g., for mission critical events). Blink coding should be used rarely; but
can be effective to draw initially the users attention to urgent items. Blink coding is disadvantaged
because blinking may reduce legibility, may cause visual fatigue and may be irritating to the user if
it persists and cannot be cancelled.

a. Use blink coding only for situations where alerting the user to the urgent information
mrtrayed by the graphic ele,'ment or other display item outv.eighs the disadvantages associatcd with

its use.
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b. Blink coding should be used only in applications where the blinking can be turned off by
the user.

2.4.4.1. Blink rate. k blink coding strategy should employ no more than two blink rates.
When a single *nk rate is used, the rate shall be between 3 and 5 blinks per second. Where two
rates are used, uwe second rate shall be less than 2 per second.

2.4.4.2. Blinking marker symbol. To focus user attention to the urgent graphic element
or display item, consider adding a blinking marker symbol to the display. To preserve the legibility
of the graphic element, blink the marker rather than the element. This technique is most
appropriate for low-moderate density displays.

MII-STD-1472 5.15.3.3.2; Parrish et al. (1983); Smith and Mosier (1986).

2.4.5. Symbol coding. Symbol coding may be employed to supoort user information
processing of graphic displays (extraction, assimilation and analysis), to encode data on a graphics
display and to support the user-computer dialogue. As applicable, symbols should be analogs of
the event, process or element they represent oT be in general use and well known to the expected
users. Also, each symbol used should represent a unique element, event, or process and should
be readily distinguishable from other symbols.

2.4.5.1. Standard symbols. Establish standard meanings for all graphics symbology and
use the symbology consistently within the system and among systems with the same users. When
available for the application, standard symbology should be used (e.g., standard military symbols
and American Nitional Standard Ln:titute symbology for flowcharts and process charts).

See 2.5 5.3. Process charts; 2.5.6. Map displays.
American Society of Mechanical Engineers (1980); FM 101-5-1.

2.4.5.2. Size. Using size as an attribute for symbol coding generally is not recommended for
high density displays and should be restricted to displays of low-moderate density. Two or three
different sizes is a practical limit.

See 3.2.3.7. Size and location.
Engel and Granda (1975); Smith and Mosier (1986).

2.4.5.3. Symbol definitions. Consider incorporating capabilities in the interface that will
permit users to request symbol definitions or other detailed information about the graphics
symbology. For example, symbol definitions and additional information could be presented in a
legend, a supplementary display, or accL. 3ed by pointing at the symbol. These capabilities can
serve as memory aids and can assist users who may be unfamiliar with the graphics symbology.
Also, the capabilities are especially crtical to user performance when a significant amount of the
graphics symbolog,! is system-specific.

See 2.5.6. Map displ its.
Smith and Mosier (1;86).

2.4.6. Color rodlng. Color is becoming increasingly more available in computer systems.
Users generally prefer color displays and find them more appealing. To a great extent, availability,
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user preference, and user attitudes explain the widespead use, and in some instances indiscriminate
use, of color in graphic displays. This section will detail with the latest knowledge on how color
can be used effectively as a coding strategy to circumvent adverse effects on user perception.
Generally, the designer should use color coding conservatively, should use color codes for special
purposes, and should avoid the tendency to use color because it is a system attribute that is
appealing to users.

2.4.6.1. Conservative use. Color is a very dominant coding dimension; and when it is
present, viewers may fail to see relationships coded in other visual dimensions. Color also can
create clutter. Performance with color codes is less accurate than most elementary graphical
presentations. Therefore, color should be used conversatively.

Cleveland (1985); Hopkin (1983); Smith and Mosier (1986); Williges and Williges (1984).

2.4.6.1.1. Drawing attention. Use color to draw attention to information when the
prominence of the information has to be sustained for some time. A flashing coding perhaps more
effective for initially drawing attention to information but becomes irritating if flashing persists and
cannot be cancelled.

a. As appropriate to the overall coding strategy, use both brightness and saturation to focus
the viewer's attention to a particular area of a display. The brightest and most highly saturated area
of a color display will immediately draw the viewer's attention.

See 2.4.6.2.5. Brightness; 2.4.6.3.1. Saturated and spectrally extreme colors; 2.4.(- .2. Warm and cool colors.
Hopkin (1983); Murch (1985). -

2.4.6.1.2. Critical distinctions. Use color to make important or critical distinctions in the
data (e.g., to show out-of tolerance data, newly entered data, to differentiate groups or classes of
information in complex, dense or critical displays and to emphasize important data fields).

Hopkin (1983); MIL-STD-1472 5.15.3.3.7; Williges & Williges (1984).

2.4.6.1.3. Search tasks. Color can be used effectively to aid search tasks when the color
of the sought item is known.

Carer and Caner (1981); Woodson, 1981.

2.4.6.1.4. Categorical data. Color can be very effective for displaying categorical or
qualitative data. However, color should not be used to convey the relative magnitude of the values
of a quantitative variable.

Cleveland (1985); McCleary (1981).

2.4.6.2. Cautions.

2.4.6.2.1. Allowance for color blindness or weakness. Color coding should
allow for potential color blindness or color weakness. Approximately 4 percent of users are
aifected by color blindness, 8 percent of men and 0.4 percent of women. These persons can still
use multicolor displays, but may confuse certain colors such as green and yellow.
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See 2.4.6.6. Aids to color identification.
Robertson (1983).

2.4.6.2.2. Monochromatic displays and printing. A redundant coding strategy
should be used when color coded data will be accessed from monochromatic as well as color
terminals and when thf- data will be printed. Color and shape or color and patterns are acceptable
redundant coding strategies.

MIL-STD-1472 5.15.3.3.7; Smith and Mosier (1986); Williges and Williges (1984).

2.4.6.2.3. Consistency. Colors should have the same meanings on different displays of
the same system. Inconsistent meanings may lead to errors and user misunderstandings.

See 2.4.6.5.5. Color meaning.
Hoplbn (1983).

2.4.6.2.4. Small areas. Avoid the need for color discrimination in small areas of a
display. The size of a colored area effects its perceptual properties. Small areas are susceptible to
color loss and small areas of color can mix. Also, the human visual system produces sharper
images with achromatic colors.

a. To convey fine detail in a small area, use achromatic colors (black, white, and grey) and
use chromatic colors for larger panels or for attracting attention.

b. Blues and yellows are susceptible to small area color loss. Red and green used in
successively smaller areas of a display eventually will be integratzd by the visual system into
yellow.

Murch (1985).

2.4.6.2.5. Brightness. Lightness and brightness can be distinguis,.fd on a printed hard
copy, but not on a color display. A color display does not allow lightness and brightness to be
varied independently.

a. Older users may need higher brightness levels to distinguish colors on a display.

b. Use brightness as well as color to differentiate multi-colored images. Difficulty in
focusing results from edges created by color alone, and our visual system depends on a brightness
different at an edge to achieve clear focusing.

Murch (1985).

2.4.6.2.6. Ambient light. Colors should be discernible under varying conditions of ambient
light. Colors change appearance as the light level is increased or decreased; and displays change
color under different kinds of ambient light: fluorescent, incandescent, or daylight.

a. Colors also change dve to increased or decreased contrast with the background color and
shifts in the sensitivity of the eye.
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See 2.4.6.4.1. Contrast; 2.4.6.6. Aids to color identification.
Muvch (1985).

2.4.6.2.7. Detecting change In color. When gradual color changes will be used as an
element of a coding scheme, consider the fa,:t that the magnitude of a detectable change in color
varies across the spectrum. For example, small changes in extreme reds and purples are more
difficult to detect than small changes in other colors such as yellow and blue-green. Also, changes
in green are not perceived readily by the visual system.

a. Colors are not equally discernible. To perceive a color difference, a large change in
wavelength is needed in some portions of the spectrum and a small one in other portions.

Murch (1985).

2.4.6.3. Use of specific colors.

2.4.6.3.1. Saturated and spectrally extreme colors. Hues differ in saturation
levels. For example, yellow always appears to be less saturated than other hues.

a. The simultaneous display of highly saturat4i, spectrally extreme colors should be avoided.

b. Reds, oranges, yellows, and greens can be viewed together without viewer refocusing,
but cyan and blues cannot be viewed easily with red. Therefore, to prevent frequent refocusing and
visual fatigue, avoid the use of extreme color pairs such as red and blue or yellow and purple.

c. Desaturating spectrally extreme colors will reduce the need for refocusing.

Durrett and Trezona (1982); Hopkin (1983); Murch (1985).

2.4.6.3.2. Warm and cool colors. Use warm colors (long wavelength colors) to convey
action or the requirement for a response. Use ,;ool colors to indicate status or background
information.

a. Generally warm colors are experienced as advancing toward the viewer and hence force
attention. Viewers experience cool colors as receding or drawing away.

Murch (1985).

2.4.6.3.3. Opponent colors. Opponent colors can be used effectively together. Good
combinations for simple displays are red and green or yellow and blue. The opposite
combinations, red and yellow or green and blue produce poorer images.

Much (1985).

2.4.6.3.4. Red and green. Avoid the use of red and green in the periphery of large-scale
displays. The retinal periphery is insensitive to red and green; and for this reason, saturated red
and green should be avoided, especially tor small symbols iind shapes. Yellow and blue are g-ood
peripheral colors.
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a. When used in successively smaller and smaller areas of a display, red and green will be
integrated by the visual system into yellow.

See 2.4.6.3.3. Opponent colors; 2.4.6.3.5. Blue; 2.4.6.2.4. Small areas.
Murch (1985).

2.4.6.3.5. Blue. Avoid pure blue for critical data, text, thin lines, and small shapes. The
visual system is not set up for detailed, sharp, short-wavelength stimuli. However, blue does
make a good background color and is perceived clearly out into the periphery of the visual field.

a. Avoid adjacent colors different only in the amount of blue. Edges that differ only in the

amount of blue will appear indistinct.

b. Blue can be used effectively in the periphery of a large-scale display.

c. Blues and yellows are susceptible to small area color loss and should not be used in small
areas of a display.

See 2.4.6.4. Background; 2.4.6.2.4. Small areas: 2.4.6.3.4. Red and green; 2.4.6.3.3. Opponent colors.
DTrrett and Trezona (1982); Murch (1985); Smith and Mosier (1986).

2.4.6.4. Background.
2.4.6.4.1. Contrast. Color coded information must generally have adequate contrast with the

background. Contrast ratios should be within the range of approximately 6:1 to 10:1.

Hopkin (1983).

2.4.6.4.2. Coloring.

a. Contrast is lost when the background and text colors art. similar. Generally, duk=i
spectrally extreme colors make good backgrounds. Blue also makes a good background color.

See 2.4.6.3.1. Saturated and spectrally extreme colors; 2.4.6.3.5. Blue.
Murch (1985).

b. Extensive coloring is not recommended for the background, segments of it, or particular
regions surrounding individual characters.

c. If background coloring is used extensively, the display can have a much greater light
output than the other displays in the environmenLt The total light output from the various displays
in use should be matched approximately for total luminous flux. A mismatch in luminous flux can
induce changes in pupil size whenever the user looks from one display to the other and cause visual
fatigue.

d. When multicolored background segments are used to convey information in a dynamic
display. they increase the light output from the display and make the light output variable.

See 2.6. Dynamic displays.
Hopkin (1983).
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2.4.6.5. Color coding schemes.

2.4.6.5.1. Single scheme. When the color coded information will be assessed from color
displays exclusively, a single color coding scheme is appropriate if the density of the display is
low. For higher density displays, a double coding strategy such as color and shape or color and
patterns should be used.

See 2.4.6.6. Aids to color identification.
Woodson ý 198 1).

2.4.6.5.2. Number of colors. The benefits of color can be lost if too many colors are
used. Maintaining more than five to seven elements simultaneously in working memory is
difficuit. A coding scheme should include no more than four to seven colors.

a. As a general rule, us-, no more than four colors for novice users and seven colors for

experienced, long term users.

Durrett and Trezona (1982).

2.4.6.5.3. Size. Increase the size of the color-coded object as the number of colors increases.

Duwect and Trezona (1982).

2.4.6.5.4. Discrimination. Chose color coding schemes so that color discriminability is
maximized.

See 2.4.621. Detect.ng change in color.
Carter awd Ca=er (D82).

2.4.6.5.5. Color meanlng. In selecting a color code, consider color meanings or
stereotypes, e.g., red for danger warning; yellow for caution or attention; green for normal or go.
The color itself may convey information that is either appropriate or inappropriate to the objectives
of the display.

a. When a color coding scheme is used to differentiate data or highlight text, color stereotypes
can also bias the user's qualitative judgments of the displayed infornmation (e.g., red for bad or
deficient, green for good or at an acceptable criteria level, etc). Consider these biases when making
color choices; and as appropriate, avoid them or use them for added empnasis.

Murch (1985); WiUiges and Williges (1984).

2.4.6.5.6. Task performance. Color coding is likely to aid some tasks and hinder others.
Therefore, when choosing a color coding scheme, consider all tasks that must be performed using

the color coded data. Ensure that the advantage of color coding across all tasks is maximized and
that unwanted sources of error for a particular task are minimized.

Hopkin (1983).
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2.4.6.5.7. Order. If the task does not suggest a particular ordering for the levels of a color
code, then order the colors by their spectral position, (that is, red, orange, yellow, green, blue,
indigo, violet, or mnemonically - ROY G. BIV).

Ives (1982); Murch (1985).

2.4.6.5.8. Evaluation. Evaluate the effectiveness of the color coding for meaning,
discriminability, useabdity by operators who have color-deficiencies, and all tasks for which the
color coded data are likely to be used.

2.4.6.6. Aids to color identification. Consider applying the following techniques to
help operators with color-vision deficiencies use color displays with fewer errors in color
identification. The techniques will also help color-normal operators who must view the display
under demanding or difficult conditions.

2.4.6.6.1. Comparlsons. Avoid the use of green, yellow, and red comparisons for
important or frequent discriminations. Instead use yellow and blue, red and turquoise, or green
and pink. On 4-color machines use white and blue or blue and green.

2.4.6.6.2. Cues. Encourage the use of other cues to identify colors, such as brightness and
saturation.

2.4.6.6.3. Redundant coding. Use redundant coding, monochrome compatibility, and

other characteristics of the displayed format tW remove the need for color discrimination.

See 2.4.6.5.1. Single scheme.

2.4.6.6.4. Legend or key. Use a legend or key so that color comparisons can be made.
The key will make discrimination easier between colors if all coded dimensions are not present on a
particular graph.

Roberson (1983).

2.4.7. Texture coding.

Texture codes, shading and cross-hatching patterns, can increase the complexity of a graphics
display and require a key or legend when labels cannot be placed directly on the graph. In addition,
many cross-hatching patterns create adverse visual effects. Shadings or tonal codes also require
density judgments, which are performed less accurately than most graphical-perception tasks. Use
labels in preference to texture codes whenever possible to do so. When texture coding cannot be
avoided, use it to differentiate categories of data only (such as, on low-moderate density map
displays, column graphs and other types of graphs). Simple texture codes should be used, and the
temptation to use elaborate encoded shading and cross-hatching patterns should be avoided.

See 2.5.1.1. Bar graph; 2.5.6. Map displays.
DA PAM 325-10 (1966); Schmid and Schmid (1979); Tufte (1983); Cleveland (1985).

2.4.7.1. Vibrating graphics. Avoid using cross-hatching patterns that produce the
appearance of vibration and movement (i.e. moie effects).
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2.4.7.1.1. Line patterns. Do not use patterns that consist of horizontal, vertical, diagonal
or wavy Lines. In addition to creating adverse visual effects, these patterns can distort the areas
they code and may cause the user to misread a graph. For example, a vertical line pattern used on
a simple bar graph may be perceived as smaller subdivisions, and the user may interpret the simple
bar graph as a subdivided bar graph.

2.4.7.1.2. Uneven spaced patterns. Patterns whose elements are unevenly spaced or
that are inconsistent in their arrangment may also create adverse visual effects. Select evenly
spaced patterns.

2.4.7.1.3. Coar!:•ness: Avoid the use of very coarse patterns, which are seldom justified
even when reproc'uction quality is a very important factor (e.g., peppermint-stick or checkerboard
patterns). Coarse patterns reproduce very well; however they usually create adverse visual effects,
compete with the data, and distort the areas they code.

See Figure 2.
DA PAM 35-10 (1966); Tufte (1983)

2.4.7.2. Shading and tonal coding. The tones of shading patterns should be logically
arranged. When the nature of the data does not dictate the arrangement of the tones, arrange them
from dark to light and do not alternate the tonal codes (i.e., dark, light, dark, etc.). Alternating
shading patterns break up the unity of a display and creates adverse visual effects.

a. On graphs the strongest or darkest tone should be placed next to the baseline and weakest
the farthest away.

b. On maps, order the tonal codes so that the darkest and lightest tones correspond to extreme
values (e.g., .lark patterns show high elevation and light patterns show low elevation).

DA PAM 325-10 (1966); Smith and Mosier (1986).
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Figure 2. Vibrating graphics: Examples of cross-hatching patternsthat may produce the appearance of vibration and movement.
Note. From The visual display of quantitative information p 111) by E. R. Tufte, 1983.

Cheshire, CN: Graphic Press. Copyright 1983 by Edward R. Tufte. Adapted by permission.
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2.5. Graphic Forms.

2.5.1. Bar and column graphs.

The bar graph and column graph are the two most common one-dimensional graphic forms.
They show a comparative measure for different items, for parts of a total, or for a variable sampled
at discrete intervals. Bar and column graphs differ primarily in the orientation ,.,f the bars. The
bars are arranged horizontally in bar graphs and vertically in column graphs. Comparisons are
based upon length judgments.

DA PAM 325-10 (1966); Schmid and Schmid (1979); Smith and Mosier (1986).

2.5.1.1. Bar graph.

This graph and its variations are generally used to show a comparative measure of different
items. Bar graphs can be used to show how several items differ from each other in one or two
characteristics, or to show how several items differ from each other in the distribution of their
components.

a. Bar graphs differ from column graphs in that they typically have only one scale (an
amount scale) and are not generally used to plot time series data. However, a bar graph may be
used to portray temporal data when its use would be more appropriate for the specific situation.

See 2.2. Selection; 2.5.1.1.6. Grouped-bar graph.

DA PAM 325-10 (1966); Schmid and Schmid (1979).

2.5.1.1.1. Construction.

Bar graphs typically have one scale, an amount scale that measures across the graph. The
items measured are listed on the vertical dimension.

a. A bar graph has both arn amount scale and a time scale when it is used to portray temporal

data.

b. All bar graphs, except the range-bar graph, have a zero line or other base line.

DA PAM 325-10 (1966).

2.5.1.1.1.1. Location of scales. 'he amount scale should be placed at the top of the
graph directly below the title. To facilitate reading, repeat the amount scale at the bottom of the
graph when the graph is extremely tall and there are more than 3 or 4 scale divisions.

DA PAM 325-10 (1966).

2.5.1.1.1.2. Scale numerals. Center the numerals above the scale divisions. Shorten
the numerals, as necessary, to prevent them from running together.

See 2.3.1.7. Scale Axes.
DA PAM 325-10 (1966).

2.5.1.1.1.3. Scale labels. Use a scale label for all bar graphs (e.g., percent completed,
thousand, etc.). Center the label above the scale numerals. Do not provide a label for a scale that is
repeated at the bottom of a graph.
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See 2.3.1.7. Scale axes.
DA PAM 325-10 (1966).

2.5.1.1.1.4. Spacing and width. Use the number of bars and the size and proportions of
the graph to determine the widui of the bars and the spacing between them. However, the space
between adjacent bars should be close enough so that a direct visual comparison can be made
without eye movement.

a. The bars should be the same width and evenly spaced.

b. As a general rule, the spacing between the bars should be less than the bar width,
preferably, one half the width of the bars.

c. The bars should be neither disproportionately long and narrow nor short and wide. As a
general stragtegy, the shorter or closer the bars, the thinner they should be; the longer or farther
apart the bars, the thicker they should be.

DA PAM 3251-0 (1966); Schmid and Schmid (1979); Smith and Mosier (1986)

2.5.1.1.1.5. Ordering of bars. Order the bars so they are appropriate to the users
informational requirements. For example, an alphabetical, geographical or another systematic
ordering of the bars may be appropriate for the users needs. The bars are usually arranged in order
of size, starting with the largest.

DA PAM 325-10 (1966); Schmid and Schmid (1979).

2.5.1.1.1.6. Breaking a bar (or column). A bar may be broken when it represents an
extreme data value that far exceeds the range of the amount scale ('freak bar"). When the end of a
bar must be broken:

a. Break the bar beyond the last grid line.
b. Use a bold, simple break.
c. Do not show the square end of the bar.
d. Show the value of the bar in small numerals, just above or below the break.

See Figure 3.
DA PAM 325-10 (1966).

2.5.1.1.1.7. Labeling a bar. Use contiguous labels in preference to keys or legends to
label the bars of a bar graph, as possible to do so. Place basic data indicated by numerals at the left
of the zero line outside the grid of the bar graph. Avoid placing numerals and other alphanumerics
inside the bars and at the right end of bars. (e.g., number of observations or persons, value of
each bar, or value of a "freak bar").

a. When making judgments of comparative lengths, the eye tends to add numerals placed at
the end of the bars to its length. When the placement of numerals at the right end of bars cannot be
avoided, the numerals should be relatively small in size and separated from the bar.

b. When numerals are placed inside the bars, there is a tendency to compare only the parts of
the bars in which there are no numbers. Leave a strip of shading on all sides of the numerals when
the placement of numerals and other alphanumerics inside the bars cannuo be aivoided.
See 2.3.4. Labels; 2.3.5. Key or legend; 2.5.1.1.1.6. Breaking a bar (or column).

Schmid and Schrmid (1979).
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2.5.1.1.1.8. Shading. Use shading or cross-hatching patterns in bar graphs (or column
graphs) to differentiate the various categories of data plotted. Select patterns that do not produce
adverse visual effects.

a. Use color to add emphasis or for specialized purposes (e.g., to draw the users attention to
a total, a broken bar or other important data element).

b. Black and white should be used with caution. They are not recommended for general
use.

(1) Do not use white for large areas of bar graphs and column graphs, because white will
not provide adequate contrast with the background of the display surface. White is sometimes
effective for very small segments if the lines of the bars or columns are heavy enough to set the
bars or columns off from the background and define figure and ground relationships.

(2) Use black in small areas and for certain special purposes (e.g., to show unfavorable
conditions). Because black is so visually prominent (strong), it will dominate the graph when
used in large areas (e.g., suppress the perception of data shaded in other ways). However, when
used in small areas it can help solve shading problems and can make the graph easier to understand.

c. Do not use outline bars or columns. Outline bars or columns generally will not provide
adequate contrast with the background of the display surface and figure and ground relationships
will not emerge. See b. (Black and white) above.

See 2.5.1.1.9. Change-bar graph; 2.4.7. Texture coding; 2.4.6. Color coding; 3.3.3.1. Gestalt principles. DA
PAM 325-10 (1966); Schmid and Schnid (1979).

2.5.1.1.1.9. Blowup Insert graph. When there is a wide range in the data, the smaller
items may be barely visible on a bar graph. To support comparative judgments using the smaller
items, consider using a "Blowup Insert graph" where the smaller items are prsented on an
expanded scale.

a. Generally, insert bars should be the same thickness as the bars in the bar graph. Bars
may be made slightly narrower if there is not sufficient space on the graph.

b. Do not use an additional scale label if the insert can be placed directly opposite the item it
describes. If an alternative placement is necessary the scale label should be repeated in an
abbreviated format.

See Figurc 4.
DA Pare 325-10 (1966).

2.5.1.1.1.0. Total Insert graph. Whei, it is necessary to show the total and the size of the
total precludes its direct placement on the graph, consider using a "total insert graph". This insert
is shown at a reduced scale.

See Figure 5.
DAPAM 325-10 (1966).

2.5.1.1.2. Simple bar graph. This graph is used to compare two or more coordinate
items. It is a series of horizontal bars drawn to the right of a common base line.
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a. Items may be plotted according to absolute value, or may be expressed as a percentage of
an appropriate total, goal, average, or other standard.

b. A single shading for all bars should be used. However, a bar used to show a different
category, such as a total or average, may be set off from the other bars by a different shading or by
additional space between bars.

See Figure 6.
See 2.5.1.1.1.8. Shading.
DA Pam 32.5-10 (1966); Schmid and Schmid (1979).

2.5.1.1.3. Subdivided-bar graph. In this type of bar graph, each bar is divided into its
component parts. The subdivided-bar graph should be used to show the effect of each component
on the size of the total. It is also called a segmented-bar or component bar graph.

a. The subdivided-bar graph has the disadvantage that only the component that starts from
the base can be measured directly from the arithmetic scale, which is calibrated in absolute
numbers.

b. By convention, the largest or most important component of each bar should be placed
next to the zero line.

c. Consider using this graph in preference to multiple pie charts to show a comparative
measure of totals of different sizes.

See Figure 7.
See 2.5.4.2. Pie charts: Restictions on.
DA PAM 325-10 (1966); Schmid and Schmid (1979).

2.5.1.1.4. Subdivided 100 percent bar graph. In this graph each bar is
segmented into components that total 100 percent, regardless of the absolute size of
the total value of the bar. The subdivided 100 percent bar graph should be used when it is
important to show the proportional part of the total contributed by each component, i.e. the
percentage distribution of the components.

a. The graph has the advantage of providing two base lines, zero and 100 percent. These
base lines support direct comparisons of components at either end of the graph.

b. To prevent the inappropriate use of percentage comparisions, use this graph with caution
when there is a wide difference in the absolute amounts or totals on which the graph is based.

c. Consider using this graph in preference to multiple pie charts to show the percentage
distribution of a series of totals.

See Figure 8.
See 2.5.4.2. Pie charts: Restrictions on.
DA PAM 325-10 (1966); Schmid and Schnid (1979).

2.5.1.1.5. Area-bar chart. A variation of the 100% subdivided bar chart, the area-bar chart
in use'fuful f orcveying proportionate amnounts of a total and the relative importance of coordinatc
items. In this type of bar graph, the areas (width) of bars and their subdivisions are drawn in
proportion to the values of the categories and subcategories that they represent.
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See Figure 9.
Schrrmd and Schrnid (1966).

2.5.1.1.6. Grouped-bar graph. This type of bar graph can be used effectively when it is
important to convey comparisons of magnitudes for each of two or three periods of time or for two
or three categories of coordinate items. Each item in a grouped-bar graph is described by a set of
bars. The paired or grouped bars are arranged in a series that spans the height of the graph.

a. The scales of a grouped-bar graph can be calibrated in absolute numbers or percentages.

b. While it is permissible to connect the bars of a item, common practice is to separate the
bars for each category of an item by a small space.

c. The space between groups of bars should be no less than the thickness of a single bar.

d. When time period data are plotted, the most irnpnrt.nt category should be placed first and
given a darker shading.

e. To avoid the need for overlapping, increase the height of the graph. However, when a
series of paired bars takes up more space than warranted, the bars may be overlapped to reduce the
height of the graph, if one set of bars stays consistently shorter than the other.

See Figure 10.
See Column graphs: Construction - Overlapping columns (or bars).
DA Parn 325-10 (1966); Schmid and Schmid (1979).

2.5.1.1.7. Bilateral-bar graphs. This category of graphs consists of three types of bar
graphs: paired-bar graph, sliding bar graph and deviation-bar graph. In bilateral-bar graphs, the
bars extend to the left and right of a common referent line or base line. These graphs are used for
making comparisons of two contrasting variables or attributes, or foi presenting positive and
negative deviations, increases and decreases, or gains and losses. Bilateral-bar graphs ale also
called two-way bar graphs.

2.5.1.1.7.1. Paired-bar graph. This graph shows comparisons of coordinate items or
groups on two distinct variables or attributes. The bars for each attribute are placed opposite each
other, one to the left and one to the right of the base line. The paired-bar graph is appropriate
when different units or scales must be used for each variable or attribute. As appropriate, use the
convention that bars that extend to the left denote unfavorable results or considerations.

See Figure 11.
DA PAM 325-10 (1966); Schmid and Schmid (1979).

2.5.1.1.7.2. Sliding bar graph. In this graph the length of each bar represents the total
of two main components or attributes. One ccmponent of each bar extends to the left and the other
component to the right of a common referent line or base line. Sliding bar graphs may be used
when it is important to compare the magnitude of the components from a commort base line.

a. The scale of a sliding bar graph can be calibrated in either percentages or absolute
numbers.

b. Th-e two main componcnts of the sliding bar graph may be further subdiv, ided. To avoid
an overly complicated presentation, do not subdivide the components of a sliding-bar graph into
more than three to four segments.
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c. Shading may be used to differentiate the components and subdivisions.

See Figure 12.
See 2.5.1.1.1.8. Shading.
DA PAMI 325-10 (1966); Schmid and Schmid (1979).

2.5.1.1.7.3. Deviation-bar graph. This graph is useful for comparing differences
between actual results and a standard (e.g., positive and negative deviations, increases and
decreases, and net gains and net losses). Unlike the other bilateral graphs, each coordinate item on
a deviation-bar graph has a single bar that extends either to the left or to the right of the reference
line.

See Figure 13.
DA Pam 325-10 (1966); Schmid and Schmid (1979).

2.5.1.1.8. Range-bar graph. The use of the range-bar graph is recommended when it is
important that the user know something about the distribution of the data values reported for each
coordinate item. In this graph a range bar plots the minimum and maximum value amounts and
permits a comparison of the difference between the high and low values plotted. Range bars are
not plotted from a common base Line and comparisons of ranges for different items cannot be made
directly.

a. A cross-bar or some other appropriate symbol may be added to this graph to permit a
comparison of data values (e.g. averages) and their underlying distributions.

b. Goals or tolerance limits may also be portrayed using an appropriate symbol such as a
dashed line that extends the height of the graph.

See Figure 14.
DA PAM 325-10 (1966).

2.5.1.1.9. Change-bar graph. This graph is a variation of the range-bar graph; and it
has a direction indicator (such as an arrowhead) to show change from one time to another, instead
of simple range. This graph may be used effectively to show performance, the direction of the
performance, and the predicted future performance of coordinate items. Also, this bar graph may
be used to show performance before and after adoption of new methods or performance of an
original and revised program.

a. To show data such as an objective or other bench mark, best previous performance or
predicted future performance appropriate graphical symbology that does not clutter the display may
be used.

b. By convention, unfavorable changes are shown with black bars; however, "red" may also
be appropriate for the data.

See Figure 15.
DA PAM 325-10 (1966); Schmid and Schmid (1979).

2.5.1.2. Column graphs, This graphic form and its variations are generally used to sh0 w
time series data when the number of values plotted is not very large (e.g., to compare data fur a
single item or several items measured at discrete intervals). In column graphs, the bars are
arranged vertfically and there are generally two scales. The vertical scale shows amount and the
horizontal scale shows time. Column graphs are also used to show component relations (e.g., the
component parts of a total or a series of totals).
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2.5.1.2.1. Period data. Use column graphs to portray period data rather than point data.
For example, a column graph can be used effectively to show data of activities or events that occur
during a period of time (such as the total distance advanced on the battlefield during Phase I of the
battk), but is less effective in showing data that indicate status on a given date (such as distance
advanced on the battlefield as of 2 March).

a. Point data may be. shown aEl column graphs. However, point data can usually be
represented better by curve and arimnmetic line graphs or surface graphs; because these graphic
forms better facilitate the analysis of point data. For example, curve graphs effectively can show
trends, projections, forecasts and other estimates that are important for analyzing point data. Trend
lines or other projections superimposed on a column chart usually clutter the graphic and make it
more difficult to read.

See Curve and arithmetic line graphs; Surface graphs.
DA PAM 325-10 (1966); Schmid and Schmid (1979).

2.5.1.2.2. Emphasize amounts or contrasts. Column graphs make a stronger
presentation cf the same data than cu.rve graphs when a few data points are plotted. For example,
the discreteness, vertical extension and width of the columns provide greater emphasis in showing
amount of growth or development than do curves. Also, consider using the column graph rather
than the curve graph when it is important to provide greater contrasts in portraying amounts in two
or three short time series (e.g., a comparison of losses for Phase I and Phase U of the battle).

See 2.5.1.2.4. Grouped-column graph.
DAPAM 325-10(1966).

2.5.1.2.3. Fluctuation in time series. Use the column graph rather than the curve
graph to show time series data that fluctuates very sharply and are few in number (e.g.,
expenditures that vary monthly from high to low for the first quarter of a fiscal year).

DAPAM 325-10(1966).

2.5.1.2.4. Alternative formats. Use alternative graphic formats to present a long series of
data with a great many plotting points, to show numerous components of totals and when several
series of data must be compared.

See 2.5.2. Curve and arithmetic line graphs; 2 5.3. Surface graphs.
DA Parm 325-10 (1966); Schmid and Schmio (1979).

2.5.1.2.2. Construction. Column g, aphs can be difficult to design effectively. Use these
guidelines to design column graphs.

2.5.1.2.2.1. Grid. Use a grid with horizontal grid lines to present a column graph.

See 2.3.2. Grid.
Schmid and Schmid (1979).

2.5.1.2.2.2. Scale. The vertical scale of a column graph should always begin with zero and
cuvex die ailuge of dic dta to be plottCed.

2.5.1.2.2.3. Spacing and width. The columns should be of uniform width and evenly
spaced. Spacing between columns may vary from one-half to the same width as the columns.
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See 2.5.1.1.1 4. Spacing and Width; ..5.1.2.2.4. Connected columns; 2.5.1.2.2.5. Overlapping columns.
Schrrud and Schrnid (1979).

2.5.1.2.2.4. Connected columns. When many columns must be plotted, use connected
columns to save space and to avoid using very narrow columns. However, do not use connected
columns to plot a very long time series (e.g., when data for 3 or more years are plotted by months);
use aii alternative format (e.g., step curve surface graph).

See Figure 16.
DA PAM 325-10 (1966, p. 91).

2.5.1.2.2.5. Overlapping columns (or bars). Avoid using overlapping columns or
bars as possible to do so. The major purpose of overlapping columns or bars is to save space or
to facilitate comparisons. Because the height of a bar graph is more flexible than the width of a
column chart, overlapping in bar graphs can usually be circumvented by increasing the height of the
graph. Use overlapping in column graphs only when each of the front set of columns is shorter
than the back set

a. Overlap the columns by one half the column width, and separate pairs by no less than one
half the column width. However, with a larger number of columns it may be necessary to overlap
by two thirds the column width.

b. Avoid overlapping columns that are subdivided into three or more parts, because the
selection of matching shadings will be difficult. However, color can be used effectively as a part of
the shading scheme when more complex subdivided columnrs must be overlapped, (e.g.
background columns of blue could be shaded with same series of patterns as the overlapping
columns, portrayed in an achromatic hue).

See Figure 16.
See 2.5.1.!.6. Grouped-bar graph; 2.5.1.2.4. Grouped-colurnn graph; 2.4.6.1.2. Critical distinctions.
DA PAM 325-10 (1966).

2.5.1.2.2.6. Breaking a column. Columns should not be broken, except for extreme
values.

See 2.5.1.1.1.6. Breaking a bar (or column).
DA PAM 325-10 (1966).

2.5.1.2.2.7. Shading. Use shading or cross-hatching patterns to differentiate the categories
of data plotted. Select patterns that do not produce adverse visual effects. Color may be used to
provide emphasis or it may be used for specialized purposes, Do not use outline columns, because
outline columns will not provide adequate contrdst with the background of the display surface.
Black and white should not be used for standard purposes and their use generally should be
restricted to small areas.

See 2.5.1.1.1.8. Shadling; 2.4.6. Color coding; 2.4.7. Texture coding.
D)A PAM 325-10 (1966); Schmid and Schmfid (1979).

2.5.1.2.3. Simple column graph. This colum.n graph is effective for showing a single
time series (e.g., procuiements for January through December). The simple column graph consists
of a series of vertical bars each of which extend from the horizontal scale to a plotted point.
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a. Under no circumstances should the horizontal scale of a simple column graph be omitted.

b. The vertical scale should always begin with zero, should cover the range of the data to be
plotted, and should have horizontal grid lines that continues across the width of the graph.

c. It is common practice to use a single shading for all the columns; however, other shading
or cross-hatching patterns may also be appropriate in some instances (e.g., to distinguish a column
of a different category or to achieve consistency with another display that plots the same data).

See Figure 17.
See 2.5.1.2.2.1. Grid; 2.5.1.2.2.7. Shading.
DA PAM 325-10 (1966); Schmnid and Schmid (1979).

2.5.1.2.4. Grouped-column graph. This graph is similar to the grouped bar graph and
can be used to compare two to three series of data or different categories of data in the same series.
The grouped-column graph is most effective for a series of data that differ in !evel, in trend or by
condition or classification.

a. The spacing between sets of columns should be at least as ,,;'de as a column.

b. The columns in a single group may be connected, overlapped or separated by a small
space.

c. The sets of columns should have shadings that provide adequate contrast with one another
and with the background of the display surface.

See 2.5.1.2.2.4. Connected columns; 2.5.1.2.2.5. Overlappping columns (or bars); 2.4.7. Texture coding.
DA PAM 325-10 (1966); Schmid and Schmid (1979).

2.5.1.2.5. Subdivided-column graph. This graph is used to show the size of the
component parts of a series of totals. It is similar to the subdivided-bar graph and serves similar
purposes as the subdivided surface graph. The scale may be calibrated in either absolute numbers
or percentages.

a. It is difficult to compare and identify individual segments when vertical columns arc
partitioned into a large number of segments. The subdivided-column graph is best used to show a
series of totals that have three or four component parts. When a large number of component parts
must be presented, use the subdivided surface graph.

b. Use the subdivided column graph rather than the subdivided surface graph when the
plotted values fluctuate sharply from one period to the next. The subdivided
column graph can be used to show the distribution of battle losses (e.g. wounded in action,
missing in action, killed in action) that may fluctuate sharply during the various phases of a battle.

c. Use appropriate shading and cross-hatching patterns to differentiate the segments of the
columns. When the patterns cannot be labeled within the grid, use a key or legend.

See 2.5.3.6. Subdivided or muhtiple-strata surface graph; 2.3.4. Labels; 2.3.5. Key or legend.
DA PAM 325-10 (1966); Schmid and Schmid (1979).

2.! -. Deviation column graph. This type of column graph and its variant, the
gros, net deviation column graph, are similar to bilateral bar graphs. The deviation column
graph o,ows the differences between two series. It 'an be used effectively to present net gains and
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losses, to show increases and decreases, to show how results varied from an estimate or

requirement, and to show other plus-or-minus differences.

a. Columns extend either above or below a referent line, but not in both directions.

b. By convention, positive values are plotted above the referent line and negative values
below the referent line.

c. The use of diagonal lines to connect segments in adjoining columns should be avoided.
Diagonal lines used in this way generally do not help to interpret the graph but rather distract from
its clarity.

See 2.5.1.1.7. Bilateral bar graphs; 2.5.1.2.7. Gross and net-deviation column graph; 2.5.3.5. Net-difference surface
graph.
DA PAM 325-10 (1966, p. 53); Schmid and Schmid, 1979.

2.5.1.2.7. Gross and net deviation column graph. This graph is used to portray
gross and net changes. The "net", the difference between each pair of columns, is shown as an
overlapping deviation column, that appears either above or below the zero referent line.

See Figure 18.
See2.5.3.5. Net-difference surface graph.
DA PAM 325-10 (1966); Schmid and Schmid (191').

2.5.1.2.8. Floating column graph. This type of column graph is a variation of the
subdivided column graph. The total length of each column is the total of two main components,
and the dividing line between the two components is used as the base line. The components
usually show favorable and unfavorable attributes or conditions.

a. The floating column graph differs from the deviation colftmn graphs in that each column

extends both above and below the base line.

b. The unfavorable condition is usually plotted below the base line.

See Figure 19.
DA PAM 325-10 (1966).

2.5.1.2.9. Range column graph. This graphic facilitates comparisons of minimal and
maximal values plotted for different time periods. Tie high and low values for each time period are
plotted and connected by a column to show the range of the data. The range graph can be used to
show monthly, weekly, or daily fluctuations in data such as personnel strength, inventories,
prices, etc.

a. Average values can be included on range graphs by using cross lines or other appropriate
indicators.

b. Supplementary range information such as high and low tolerance limits, upper and lower
levels of efficiency, or other top and bottom "bench" mark data may be placed on a range graph. A
light dash or dot line across the entire graph is generally used.

See Figure 20.
DA PAM 325-10 (1966).
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Figure 18. Gross and net deviation column graph.
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Monthly Summary of 23d Armored Division

Major Items of Equipment Status

O00

Sr'-'!Opoerational

600

400

200

0

200

Nonaperallonot

400 1 1 -- T- " I I I I I I

Oct Nov Dec Jan Fab w I Miy Jun Jul Aug Sep

Figure 19. Floating column graph.
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Figure 20. Range column graph.
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2.5.2. Curve and arithmetic line graphs.

This general type of graphic form, called curve or arithmetic line graph, is a type of
"Cartesian" coordinate graph that is derived by plotting one or more sets of data on a coordinate
surface. The curve and arithmetic line graph shows relations among sets of data defined by two
continuous variables. In the curve graph, data relations are summarized by a smoothed line
(curve); and in the arithmetic line graph, straight line segments are used to connect successive
plotting points. These graphic forms have their greatest and most significant application in the
representation of time series data but are appropriate to represent any entity measured on a
continuum (e.g., height, weight, temperature, area, etc.). The term "curve graph" will primarily be
used herein; however, the guidelines apply to both curve and arithmetic line graphs.

a. Consider the curve graph to portray a time series when many points are plotted, several
time series are compared and when emphasis is on movement or trends rather than on actual
amouints.

b. The curve graph can be used effectively to show projections or forecasts.

DA PAM 325-10 (1966); Smith and Mosier (1986).

2.5.2.1. Construction.

2.5.2.1.1. Scale. Plot time or other entity (e.g., temperature, area, mission segment)
considered the independent variable on the horizontal scale (X-scale); and plot amount, the
dependent variable, on the vertical scale (Y-scale).

a. The number of major and intermediate scale divisions should be minimized. The scale
divisions nn the vertical axis should cover the entire range of the data and should be easy to read.

See 2.3.1.7. Scale axes; 2.3.1.8. Scale divisions;

Curve and arithmetic line graphs: Graphic aids-Special scales.

2.5.2.1.2. Grid.

a. Present curve and arithmetic line graphs in a fully enclosed grid that consists of both
horizontal and vertical grid lines.

b. To prevent distorting the data or erroneous interpretations of the the data, break the grid
when a large part of the grid is not needed. The break can be shown by a wavy line that extends
horizontally across the width of the grid. The zero base line may be omitted if appropriate for the
range of the relevant data.

See 2.3.2. Grid.
Schmid and Schmid (1979).

2.5.2.1.3. Multiple curves. When it is important that the user compare related curves,
place multiple curves on the same graph.

a. No more than four curves or lines should be presented on the same graph.

b. When the presentation of several curves on the graph will not provide an unambiguous
interpietation of the data, consider using multiple graphs, enlarging the overcrowded portion of the
grid, using some other form of grahic presentation or presenting the data in a non-graphic format.

48



2.5.2.1.3.1. Coding. Use line coding or color coding to differentiate the curves. When
curves portraying the same data are presentd in a series of related displays, use line or color codes
consistently.

2.5.2.1.3.2. Color. Consider using color to differentiate the curves when the graph will not
be reproduced. When colored lines are reproduced, they may show only slight differences in
shading tones and may not be clearly di&tinguishable.

See 2.5.22.1. Multiple slope curve graphs. 2.5.2.6.5. Multiple graphs; 2.4.6. Color coding.
DA PAM 325-10 (1966); MIL-STD 1472 5.15.3.6.5; Parrish et al. (1983); Smith & Mosier (1986); Schmid and
Schmid (1979); White (1984).

2.5.2.1.4. Curve labels. When several curves are plLted :)n the same graph, label each
curve. Labels either can be located contiguous to the curves or listed along with the curve patterns
in a special key or legend. Use contiguous curve labels whenever possible to do so.

See 2.3.4. Labels; 2.5.2.1.3. Multiple curves; 2.5.2.6.5. Multiple graphs.
Schmid and Schmid (1979); Smith and Mosier (1986).

2.5.2.2. Slope curve graph. In this graphic form plotted points are connected by a
smocthed line that extends from one point to the next. The slope curve graph is conmmonly used to
display "as of'" or point data, status as of specific points in time (e.g. month-end inventories,
strength, unliquidated obligations). Slope curves suggest that changes from point to point are
continuous and are therefore usually the best way to show data that have a "carry over" from one
time to the next.

a. When fewer than four or five points are plotted, use a column graph.

See 2.5.1.2. Column graphs.
DA Pam 325-10 (1966); Schmid and Schmid (1979).

2.5.2.2.1. Multiple slope-curve graph. When it is important that tht user compare
related curves, use a multiple slope-curve graph, where two or more curves are presented on the
same graph. A multilpe slope-curve graph can be used to %how
interdependent curves, such as a total and its components; independent curves, such as two or more
totals, or nondependent curves, such as an actual result compared with a fore-ast or estimate.

a. When curves cannot be umambiguously interpreted due to criss-crossing, overlapping or
other interactions, consider using two or more graphs with the same scales.

See Figure 21.
See 2.5.2.6.5. Multiple graphs.
DA Pam 325.10 (1966); Smith and Mosier (1986); White, (1984).

2.5.2.3. Step curve graph. A step curve graph is an arithmetic line graph where vertical
lines are used to connect the ends of horizontal lines that are drawn through each point.

a. Uie the step curve graph to show averages, or other measures that apply over perods of
time.

b. A step curve graph may be used effectiviely to prcsent data that change abruptly at
irregular intervals (e.g., ammunition allotments, allocation of funds, personnel ceilings, etc.)
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Figure 21. Multiple slope-curve graph.
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c. Use the step curve graph rather than the slope curve graph to show "period" data,
especially when the time series is a long one.

See 2.5.1.2. Column graphs.
DA Pam 325-10 (1966); Schmid and Schmid (1979).

2.5.2.3.1. Multiple step-curve graph. This graphic form presents two or more step
curves on the same graph but should be used only in limited cases. Step curves are difficult to
track if they cross. Present two or more step curves on the same graph if they do not overlap or if
crossing is minimal, i.e. do not cross back and forth several times.

See Figure 22.
DA PAM 325- (1966).

2.5.2.3.2. Cumulative curve graph. This graphic form uses either a slope or step curve
to show a running total. Each point on the curve is a cumulative total, the total for the current
period plus all earlier periods.

a. Use a cumulative curve graph when the cummulative total at each period can stay the same
or increase but can never decrease.

b. Consider using a cumulative curve graph to compare present performance with an
objective or goal.

c. Consider using multiple curves when it is important to compare cumulative totals for the
same intervals for different periods.

Se•e Figure 23.
DA PAM 325-10 (1966)

2.5.2.4. Cumulative deviation graph. This graph shows the cumulative differences or
deviations at each period plotted (e.g., net gain or loss in strength, or cumulative deviation from
budget or allowance). Unlike the cumulative curve graph, its curve can go down as well as up to
show net changes, increases or decreases.

See Figure 24.
See 2.5.2.3.2. Cumulative curve graph.
DA Pam 325-10 (1966).

2.5.2.5. Vertical line graph. This graphic form portrays the data va'u,-s of - single .im:
series using vertical lines. The vertical lines may originate from the hori,.,--,zi axis. but !tt; grapth
is usually more effective when the vertical lines begin from a hozLz,i line through the ccnter of
the data Consider using the vertical line graph when the user needs a display of the individual
values, when the user needs to examine short-term fluctuations, or when the time sec.:.s has a iarge
number of values.

See Figtse 25.
See 2.5.1.2. Column graphs; 2.5.2.3. Step curve graph.
Cleveland (1985).

2.5.2.6. Graphic aids.

2.5.2.6.1. Special scales.
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Figure 22. Multiple step-curve graph.
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Figure 23. Cumulative curve graph.
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Figure 24. Cumulative deviation graphi.
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Figure 25. Vertical line graph.
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2.5.2.6.1 .1. Repeated time scale. An arithmetic line graph vith a repeated time scale
supcrmposes on t.h•. same grid two or more temporal series covering different periods of time. The
presentation of monthly data on a 12 month time scale for different years is the most common
application. Consider using a repeated tL-ne scale when it is important to bring different time series
into close Juxtaposition for ready comparison.

See Figure 26.
DA PAM 125-10 (1966); Schmid and Schmid (1979).

2.5.2.6.1.26. Multiple time scale. This type of scale is similar to a repeated time scale;
however, arithmetic line graphs with multiple time scales compare two or more temporal series that
cover non-repeating time periods.

a. A multiple time scale can be used effectively to compare results or conditions during two
historical periods (e.g. one battle campaign against another).

b. Multiple time scales are disadvantaged because they are difficult to design. The
ir..=tching of time periods is the main design problem.

See Figure 27.
See 2.5.2.6. 1.1. Repeated time scale.
DA PAM 325-10 (1966); Schmid and Schmid (1979).

2.5.2.6.1.3. Multiple amount scale. For purposes of comparison, a multiple amount
scale brings into close juxtaposition 2 or more curves measured in different units or curves
measured in die samc unit, where the spread in the range of their values makes it difficult to
compare them.

a. Users must exercise extreme caution in examining and interpreting graphs that have more
than one amount scale. Users can misread them easily. Generally, the use of multiple amount
scales should be avoided. As alternatives to multiple amount scales, consider converting the
differing timc series to a common scale of measurement (e.g. index numbers or percent of average
for period) or using a semilogarithmic scale.

b. When multiple amount scales must be used, consider constructing them using the
following principles to help the user read and interpret them correctly and to avoid distorting the
data:

(1) Use no more than two amount scales on the same graph.

(2) Never omit the zero or other base line.

(3) Start the curves from a common base line.

k4) Space the divisions of both scales in the same manner.

See Figure 28.
See 2.5.21,.1.7. Serrnlogarithnic, graph; 2.5.2.6.1.5. Index scale.
DA PAM 325-10 (1966); Schmid and Schmid (1979).

2.5.2.6.1.4. Supplementary amount scale. This type of scale provides two kinds of
nrcasuremnenr oil a single graph. In addition to measuring vanations in a series of data (common to
al. curve graphs), a graph with a supplemcntar, amount scale also measures the size of the serieS

54



Spot Reports Received by Hour

Number At 20th Infantry Division Headquarters ~
Reports

so

20

10 __ _ _ _ __ _ _ _

0 2 4 6 8 1 0 12 1 4 1 6 16 Ci 21 2 4

Zulu Time

Figure 26. Repeated time-scale graph.
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Figure 28. Multiple amount-scale format. -
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in relation to another series (e.g., a curve measuring officer strength plotted against a series of
supplementary curves that measure 6, 9, 12 and 15 percent of total military strength).

a. Supplementary amount scales can be used effectively to portray data for any item in terms
of actual and permitted levels, such as line items from a Table of Distribution and Allowance.

See Figure 29.
DA PAM 325-10 (1966).

2.5.2.6.1.5. Index-scale. An index scale shows data that have been converted into
percentages of a base value. While index scales are used primarily to show composite data, they
can be used for comparing two or more series of data that are measured in different units
(e.g.,workload and strength) or in different size units (e.g., a total and one of its components).

a. Generally, the comparisons shown on a graph that uses an index scale can be shown
clearer if presented as simple percentage differences. An exception is standard economic indexes
such as price and wage indexes.

DAPAM 325-10 (1966).

2.5.2.6.1.6. Logarithmic amount scales. On a logarithmic scale equal distances
represent equal ratios and on an arithmetic scale equal distances represent equal amounts. When a
scale is ruled logarithmically, relative changes can be represented accurately, and the rate of change
is emphasized. Arithmetic scales emphasize the absolute amounts of change.

a. Because the characteristics of logarithmic scales are not understood widely, they are
recommended only for users who are familiar with them.

b. Logarithmic scales cannot be used to show zero or minus (negative) figures.

See 2.3.1.4. Logarithmic scales.
DA PAM 325-10 (1966); Schmid and Schmid (1979).

2.5.2.6.1.7. Semilogarithmic graph. Line graphs that use semilogarithmic scaling
have both a logarithmic scale (the vertical axis) and an arithmetic s,-ale (the horizontal axis). This
type of graph is also called a ratio graph.

a. Consider using a serrilogarithmic graph when it is important to represent relative changes
accurately, especially when there is a wide range in the values or sizes of the time series compared.

b. Arithmetic scales may portray changes accurately if the quantities compared are
approximately thc sar•ne value or size. However, the wider the range of the arithmetic scale (e.g. 0
to 9,000,000) the greate: the divisior, between actual and relative changes.

c. A logarithmic amount scale can be used to compare relatively small numbers with large
ones without giving the user misleading or inaccurate impressions of the data.

d. Consider using a semilograithraic scale to show the mathematr.al projection of trends for
special kinds of data and time series analysis, only.

e. Consider using a semilogarithmic scale to compare relative changes of a single series of

data at different times, or of two or more series at the same time.

DA PAM 325-10 (1966); Schmid and Schmid (1979).
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Figure 29. Supplementary amount-scale graph.
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2.5.2.6.1.8. Logarithmic graphs. Line graphs that have logarithmic scales for both the
vertical and horitonzal scales are called logarithmic graphs, learning curves or progress curves.
These graphs are useful for studying certain production quantity-cost relations, such as those for
aircraft and missile items.

DA PAM 325-10 (1966).

2.5.2.6.1.9. Multiple-log graph. A line graph that consists of a multiple-log amount
scale has two vertical scales that are ruled logarithmically and a horizontal
scale that is ruled arithmetically. A multiple-log amount scale permits a comparison of data that are
measured in different units or that are measured in the same unit but differ considerably in size.
Consider using a multiple-log amount graph when it is important to show how the relative
(percentage) changes in one series compares with relative changes in another.

See 2.5.2.6.1.3. Multiple amount scales.
DA PAM 325-10 (1966).

2.5.2.6.2. Differences of curves. W!,en the user must compare the values of two
superimposed curves with widely varying slopes, a graph of the curve differences may be provided
to help the user make more accurate judgments.

Cleveland (1985).

2.5.2.6.3. Trend lines. Consider superimposing a tend line (a fitted curve) on an arithmetic
line graph when it is important for the user to measure the deviations from a trend (e.g., cyclical,
seasonal and irregular movements) or when it is important for the user to study the trend in the data
(e.g., note effect of factors bearing on the trend; compare one trend with another; discover what
effect trend movements have on cyclical flucuations; attempt to forecast the future behavior of the
trend). Trend lines may be developed using an appropriate mathematical technique (e.g., simple
moving average, weighted moving average, least-squares method, asymptotic growth curve, etc.).

Schmid and Schmid (1979).

2.5.2.6.4. Residuals. When the user must judge the vertical distances of points from a
fitted curve or trend line, a graph of the residuals may be provided to help the user make more
accurate judgments.

Cleveland (1985).

2.5.2.6.5. Multiple graphs. To support user interpretation of a graph that has multiple
lines or curves, consider using multiple presentations. In addition to the single graph that presents
the juxtaposed curves, display pairs of curves separately. Use the same scale in all graphs; and
consider allowing the user to select pairs of curves for display.

See Figure 30.
See 2.5.2.2.1. Multiple slope-curve graphs.
Smith and Mosier (1986), White (1984).

2.5.3. Surface graphs.

Surface graphs are essentially types of curve and arithmetic linc graphs that are shaded or
textured to provide greater emphasis. Specifically, a surface graph is a plot of one or more lines,
curves or steps where the distances between the plotted graphic elements are filled with cross-
hatching, shading or color to create strata or layers. Surface graphs can be used effectively to
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Figure 30. Multiple graphic format for user Interpretation of multiple slope curve graphs.
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portray component relations (e.g.,to portray a total and its component or to show how the
component parts of a total change in importance over a span of time). However, unlike arithmetic
line graphs, surface graphs cannot directly show forecasts, estimates or other projections and
multi-strata surface graphs are difficult to read.

See Subdivided or muldple-strata surface graph; Subdivided or multiple-step surface graph.

DA PAM 325-10 (1966); Schmid and Schmid (1979)

2.5.3.1. Construction.

2.5.3.1.1. No broken scale. The scales of surface graphs should never be broken.
Broken scales will distort the data.

DA PAM 325-10 (1966); Schmid and Schnid (1979).

2.5.3.1.2. Coding. To avoid adverse visual effects and to achieve clarity, simplicity, and ease
of interpretation, the method used to differentiate the strata or stratum (e.g., cross-hatching,
shading or color) should be selected judiciously.

See 2.4.6. Color Coding; 2.4.7. Texture Coding.

2.5.3.1.3. Strata labels. Each stratum label or designation should be lo,'ated directly
within the textured or shaded stratum it identifies. When there is insufficient space, a label may be
placed outside the stratun. and -onnected to the stratum using an arrow. However, when an arrow
must cross a stratum to reach one that is unlabeled, use a key or legend to identify the strata of the
surface graph.

See 2.3.5. Key or legend.
Schmid and Schmid (1979); Smith and Mosier (1996).

2.5.3.2. Simple surface or silhouette graph. This graph is a slope curve graph in
which the area between the curve and the base line or other reference line is textured or shaded. It
is primarily used to provide added emphasis (e.g., to make a simple growth curve look more
impressive).

See Figure 3 1.
See 2.5.22. Slope Curve Graph.
PAM 325-10 (1966); Schmid and Schmid (1979)

2.5.3.3. Simple step or staircase surface graph. This graph is a step curve graph
in which the area between the steps or staircases has been textured or shaded. Its uses parallel
those of the step curve graph. Also, the step surface graph is similar to
a connected column graph and can be used instead of connected columns to plot a long time series
(e.g., when data for 3 or more years are plotted by months).

See 2.5.2.3. Step curve graph; 2$.L2.2.4. Comnected columns.
DA PAM 325-10 (1966).

2.5.3.4. Band surface graph. In a band surface graph the. space between two curves is
shaded or textured to emphasize the differences between the two curves, as well as their absolute
magnitudes (e.g.. to show profit margin, an increase, a decrease, a difference between cumulative
expenditures and obligations). To use the band surface graph one series of data must always be
greater than the other, the two series cannot cross. This graph is also a type of range graph and
serves similar purposes as the range-column graph.
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See Figure 32.
See 2.5.1.2.9. Range-column graphs.
DA PAM 325-10 (1966, p. 51); Schmid and Schmid (1979).

2.5.3.5. Net-dOfference surface graph. The net-difference surface graph is used to
show differential changes between two series of data. Unike the band surface chart., the two
curves shown can cross so the difference between them can have two meanings (e.g., net loss or
net gain or other plus-or-minus differences, income and expenses, persornel accessions and
separations, etc.). Contrasting shadings or textures are used to differentiate the plus-or-minus.
differences. The net-difference surface graph has similar uses as the deviation column graph and
the gross and net-deviation column graph.

See Figure 33.
See 2.5.1.2.6. Deviation column graph; 2.5.1.2.7. Gross and net-deviation column graph.
DA Pam 325-10 (1966, 51); Schmk. and Schmid (1979).

2.5.3.6. Subdivided or mult~ple-strati surface graph. The subdivided surface
graph has similar uses as the multiple slope curve graph from which it is derived- However, this
graph is used widely in statistical presentation to show how the component parts of a total change
in importance over a span of time (i.e., to show trends in the distribution of the component parts
over time). The data values may be expressed either in absolute numbers or percentages.
Restrictions on the use and construction of the multiple-strata surface graph are described below.

Schmid and Schmid (19'79); White (1984).

2.5.3.6.1. Precise comparisons. It is difficult to read the data or :, surface graph and to
make accurate compaiisions when more than one strata is shown. Only the bottom layer and a total
on a multiple-strata surface graph can be read directly from the base line. The values of the other
strata are read using the distance between the plotted lines. Therefore, when a user must make
precise, measurable comparisons, consider using a column graph or break up the series of layers
into individual graphs keyed to the master surface graph.

2.5.3.6.2. Data that rise sharply. Do not use the multi-strata surface graph to plot data
that rise sharply; use an alternative graphic format, such as a column graph. If a series of strata in a
multi-strata surface graph display a sharp upward trend, an illusion may be created in the top
stratum which may indicate a decrease in its width toward the end of the series. This illusion
results from a tendency of the eye to interpret the width of the stratum horizontally rather than
vertically.

See2.5.2.2.1. Multiple slope curve graph; 2.5.1.2. Column graphs.
Schmid and Schmid, (1979).

2.5.3.6.3. Positioning of strata. To avoid distortions in the strata of a multiple-strata
surface graph, place the least variable strata at the bottom and the most variable strata at the top.
An irregular component when placed at the bottom of a surface graph may distort the strata placed
on top of it; and these strata may also be perceived as irregular. In cases where arranging the strata
to fit the behavior of the data would be illogical given the subject of the data plotted, corsider an
alternative format (e.g., multiple-step surface graph, multiple slope-curve graph, or column graph).

See 2.5.3.7. Subdivided or muidpie-step burfaxe graph, 2.5.2.2.1. Muliiph. slpe-•urvc graph; 2.5.1.2. Culumn
graphs.
DA PAM 325-10 (1966); Schmid and Schmid (1979); Smith and Mosier (1986).

63



Thousands JP-4 Consumption and Reserves
of Gallons for 52d Aviation Brigade

60

450

40

35

D*y D+e3 13.6 039 13+12

Figure 32. Band surface graph.

Net Differences in Combat Power
Between Enemy and Own Forces

Cobtfor Each Critical Event along an Axis of Advance

Power

1 5 Ow n Forces

12 *w::...Friendly
advantage

9

6 ~Enemy advantage .. ,.....

3

0 !I t I I
0AA3AS A7 A9 A i

Critical Event

Figure 33. Net-difference surface graph.

64



2.5.3.7. Subdivided or multiple-step surface graph. This graph presents two or
more shaded or textured step curves on the same graph. It can he used effectively to show "period
data" as opposed to "point data," and to show averages or other composite measures that apply
over periods of time. However, it is especially effective for presenting data that change abruptly at
irregular intervals or move up or down at irregular intervals. The least variable strata should be
placed at the bottom and the most variable strata at the top, as possible to do so.

See Figure 34.
DA PAM 325-10 (1966)

2.5.4. Pie charts. This chart, also known as a sector graph or sectogram, is a circular
graphic used to display component relations, the proportion of the components to the whole. The
various sectors of the circle represent component parts of an aggregate or total and show the
relative distribution of quantitative data among the components or categories.

2.5.4.1. Use.

2.5.4.1.1. Number of components. Use a pie chart to portray a total that consists of no
more than five components or categories.

2.5.4.1.2. Focus attention on single component. Use pie charts when it is
important to focus attention on one important component or category of a total.
See Pie Chart. Consnauction, Sectors.

2.5.4.1.3. Subtotals. A pie chart can be used effectively when its components provide
useful subtotals.

2.5.4.2. Restrictions on use.

2.5.4.2.1. Comparison of components. Generally, the use of pie charts to compare
the components of a total should be avoided. Alternative graphic forms that require Linear
measurement should be used, when possible to do so (e.g., bar graphs, column graphs and curve
and arithmetic line graphs).

a. Pie charts require estimation of angle or area. Because the eye can compare linear
distances more easily and accurately than angles or areas, the component parts of a total can usually
be shown more effectively in a graph using linear measurement.

2.5.4.2.2. Multiple pies. A pie chart should not be used when a comparison calls for more
than cne divided total. Do not use pie charts of different sizes to compare totals of different sizes.

2.5.4.2.3. Display area. When the amount of space is an important factor, consider
alternative g:aphic forms. Pie charts require several times more space than linear comparisons and
in addition, are more limited in their range of useful variations.

Cleveland (1985); DA PAM 325-10 (1966); DOD-HD3BK-761A (1987); Schmid and Schrnid (1979); Smith and
Mosier (198(l) White (1984).

2.5.4.3. Construction.

2.5.4.3.1. Sectors.

a. Arrange the sectors of a pie chart from largest to smalles:, toeginning with the largest
sector at 12 o'clock.
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b. To differentiate the sectors, hightlight the sectors using shading coding or cross-hatching
according to a dcnTio" sequence from da.k to light (or vice versa).

c. To emphasize a particulLr sector of a pie chart, consider hightlighting the sector by special
hatching or shading, or by displacing the sector from the remainder of the pie chart.

d. When a szctor hzs subcomponents, consider displacing that sector and dividing the
sector into its component parts outside the pie io provide added emphasis and detail.

See Figure 35.
DA PAM 325-10 (1966); DOD-HDBK-761A (1987); Schmid and Schmid (1979); Smith and Mosier (1986); White
(1984).

2.5.4.3.2. Labeling.

a. Place the labels inside the sectors if there is sufficient space; otherwise the labels should
be placed in contiguous positions outside the circle usually with an arrow pointing to the
appropnrate sector.

h. Place the percentages or other absolute values represented by each sector directly below
the identifying label.

Schmid and Schmid (6979).

2.5.5. Flow chart.

A flow chart is a diagram, of facts and relations (e.g., Positional, hierarchical, functional,
conceptual, structural, or sequential relations). It depicts nonquantifiable relationships among
persons, events, operations, processes, components, data or other entities. Process charts,
organizational charts, spider charts, progiess charts, ti-ne line charts, and tirmie-and-activity charts
are considered types of flow charts.

2.5.5.1. Use. Flow charts can be used effectively to present a large number of facts and
relationships simply, clearly, and accurately. To avoid an extensive or somewhat involved verbal
description of facts and relationships use a flow chart rather than text.

a. Use flcw charts to portray sequences in processes, events and organized operations (e.g.,
a flow chart that shows the specific sequences of events in the concept exploration, demonstration
and validation, full-scale development and production deployment phases of a weapon system).

b. Use flow charts to portray movement, lines of command in organizations, functional
relationships, time stages and odter subjects (e.g., a flow of income and expenditures, an
organizational chart of a unit, and a time line chart of targetted allocations of time for the steps in
generating and deciding upon a course of action.

See Figure 36.
See 2.5.5.3. Process chart.
Parrish et al. (1983); Schmid and Schmid (1979); Smith and Mosier (1986), White (184).

a. As available, use standard military symbology, conventions, and procedures to construct
flow charts, especially when constructing organizational charts.
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a. Tonal coding. Emphasize an Important segment by using a
special tonal or color code. Here black, the most dominate tonal
code, Is used to draw attention to the segment. The remaining
segments are not coded to further deemphasIze their Importance.

b. Displacement. Emphasize an Important segment by displacing
It. All segments may be coded to differentiate them.

c. Displacement of a subdlvded segment. To provide added
emphasis and detail, break the segment Into subcomponents
outside the pie.

Figure 35. Pie Chart Ccnstruction.
Note, From Uhing charts and orsohs (p. 15). By J. V. White, 1984. New
York: R. R. Bowker Company. Adapted by permission.
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b. The flow chart title and each element should be labeled clearly.

See 2.5.5.3. Process chart.

2.5.5.3. Process chart. This graphic form provides a systematic description of a process
or work cycle involving activities of humans, agents or objects and provides other information for
analysis such as time required, distance moved, costs, etc. A process chart, which is conveyed in
a tabular or schematic format, uses symbols to portray the sequence of all relevant actions or
events occuring during a process.
Process charts have a variety of uses, but they are used most often for analysis, for job instruction
and training, and to show ways of improvement.

American Society of Mechanical Engineers (1980).

2.5.5.4. Graphic aids.

a. Consider using flow charts that depict relationships among system components,
processes, or data as graphic aids to help users learn about a computer system and its operational
procedures. To construct these flow charts use the principles and practices for constructing flow
charts endorsed by the American National Standards Institute (ANSI), as applicable (e.g., ANSI
X3.5-1970).

American National Standard Institute (1970).

b. Consider providing computer generated displays of process charts to assist users in
managing or analyzing command and control activities.

2.5.6. Map displays. Map displays show geographic relations among operations, activities,
resources, objects, or other subjects of interest. Situation maps, t6pographic maps, and statistical
maps are types of map displays.

2.5.6.1. Construction.

2.5.6.1.1. Map symbols.

2.5.6.1.1.1. Military symbols. Use standard-doctrinal symbology on battlefield situation
maps, whenever available.

FM 101.5-1 (1985); Parrish et al. (1983).

2.5.6.1.1.2. Exact locations. Place symbols on the map at exact locations. When it is
not possible to place symbols at exact locations, place the symbol near the location
and use an arrow to indicate its exact location. However, always consider alternative ways of
presenting the map display to reduce its density and circumvent the need for using arrows to
connect symbols and locations since the arrows add clutter.

Parrish et al. (1983).

2.5.6.1.1.3. Overlap. Map symbols should not overlap, unless the symbols can be clearly
and unambiguously identified.

a. When graphics data are in the process of being changed or automatically updated by the
system (i.e., when data are moving on the display), symbols temporarily may overlap and obscure
other symbols or permanent background features.
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b. Prioritize graphic elements or data categories, identifying which elements may be
obscured by others. Restore the obscured or overlaid elements when the update is completed; and
ensure that no elements are erased from the display during the process of obscuration and
restoration.

See 2.5.6.2.7. Dynamic capabilities; 2.6. Dynamic displays.
Parrish et al. (1983); Smith and Mosier (1986).

2.5.6.1.1.4. Labels. Map symbols and features require identifying information so they can
be clearly understood. Provide labels of symbols and other map features directly on the map
display (e.g., the mandatory field designators for units, command posts and installations, or
equipment).

a. If the density of the display precludes the use of contiguous labels, consider displaying
labels and additional information about the display items (e.g., optional field designators of unit
symbology such as evaluation rating, combat effectiveness, higher formation, direction of
movement) in a legend or key or supplementary display. Also, consider allowing the user to
obtain the information by selecting or pointing at the item of interest

b. The labels should be positioned consistently in relation to their referent symbol or feature.
Unnecessary variability in the arrangement and organization of the display

adds to the time it takes the user to perceive and then process the information on the display. For
example, graphic and alphanumeric identifiers for units, installations, and equipment should be
arranged in the mandatory, conditional and optional fields as specified in FM 101-5-I, Operational
terms and symbols.

FM 101-5-I (1985).

2.5.6.1.2. Background features. To assist users in their design of effective topographic
displays, familiarize users with the optimum combinations of background features (e.g.
topography, vegetation, contour lines, and grid lines).

Swezey and Davis (1983).

2.5.6.1.3. Contour lines.

a. Avoid the use of contour lines representing graduations finer than 20 meters because they
produce visual clutter and potentially can cause eye fatigue.

b. Do not rely solely on contour lines to separate the areas of a map display. So that
unambiguous figure ground relationships will emerge, consider differenfiating the display surface
by using texture, shading, color or shape of objects.

See 2.5.6.1.4. Framed rectangle graphs.
Swezmy and Davis (1983); McCleary (1981).

2.5.6.1.4. Framed rectangle graphs. As an alternative to shading, consider using
framed rectangle graphs to encode data on statistical maps. Shading requires judgments of density,
and framed rectangle graphs require judgments of position along nonaligned, identical scales. The
latter judgments are performed more accurately. In addition shading patterns can create adverse
visyal effects.
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See 24. Coding.
See Figures 37 and 38.
Cleveland (1985).

2.5.6.2. Graphic aids.

2.5.6.2.1. Presentation techniques. To draw attention to specific areas of interest or
importance on a map display and to facilitate user integration of the information, consider using
two-dimensional and three-dimensional presentation techniques.

2.5.6.2.1.1. Two-dimensional.

a. Consider dismembering the areas of the map by separating them. To highlight the areas of
interest, use color coding, shading, symbology or segregate the areas of interest from the rest of the
areas on the map.

b. Display the areas of interest and leave the rest of the map blank.

See Figure 39.

2.5.6.2.1.2. Three-dimensional.

a. Consider displaying the areas of interest as blocks rising above or sinking below the
surface of the map.

b. Consider displaying the map's entire surface area at a lower angle to show its levels.
Highlight the areas of interest by depicting them as peaks (above surface) or valleys (below
surface).

See Figure 40.
White (1984).

2.5.6.2.2. Coding and sequencing techniques.

Consider using a coding or sequencing technique to segregate and highlight symbolic
information on high density map displays, particularly for displays where the
pictographs and other symbology may overlap temporarily and are repeatedly updated (e.g.
battlefield situation map displays).

2.5.6.2.2.1. Coding techniques. To make selected pictographs and other symbology on
a complex map display more distinguishable, consider using double cue coding and color coding
techniques.

a. Double cue coding. This coding technique is advantageous because it does not
add new symbology to the display, but rather augments a measurable dimension of existing
symbology (size, length or width). For example, to denote an update or change in status of a
military unit on a battlefield situation map display, the specific unit pictograph can be emphasized
by blinking the symbol on and off.

b. Color coding. Color is a dominant coding dimension, and it may obviate the
perteption of features coded in other visual dimensions. Therefore, in complex map displays,
consider color coding those symbols that provide information that is of primary or first level
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a. To focus user attention to geographic areas of interest separate the areas of the
map display and then use a coding technique to highiight the areas of interest.

S_.,"
A I

a. To emphasize specif:K geographic area, draw the areas of interest and leave the
rest ot me map bi-ank.

Figure 39. Two dimensional presentation techniques for map
displays.
I`Jote From "£_.d_• p 117) t;y J V WVite, 1984 N-w York: R N E•ow.cr Cor-r,v

Copyrign• by Jan V VWhte. Ad-:pted by permission.
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Figure 40. Three dimensional presentation techniques for
map displays.
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interest to the user. When primary information requirements are not known or if the display will be
used for multiple tasks, consider placing the color coding under user control (such as by means of
"function keys).

Knapp, Moses and GeIl.man (1982).

2.5.6.2.2.2. Sequencing techniques. Provide sequencing techniques as standard
functions in the interface. Sequencing techniques can reduce the number of symbols on map
displays at any one time by displaying segments of the entire display over time. Also, sequencing
techniques permit the user to view areas of interest, when the map exceeds the capacity of a single
display frame.

a. Consider facilities that will permit the user to display segments sequentially in discrete
static views, or facilities that will permnit the user to scan the display segments.

b. For battlefield situation map displays, consider providing facilities to display topographic
information sequentially with an overlap between views to facilitate user integration of the
information.

See 2.5.6.2.3. Panning technique.
Knapp, Moses, and Gellman (1982).

2.3.6.2.3. Panning technique. Consider providing a panning capability to permit the
user to examine an area of interest in greater detail when the display area exceeds the capability of a
single frame in terms of extent and level of detail. The panning capability will pe.mit users to move
continuously over a map display in any direction without encountering any internal boundaries
imposed by the predefined display framing.

DOD-HDBK-761A (1987); Smith and Mosier (1986).

2.5.6.2.4. Zooming technique. Consider providing a zooming capability, that will permit
users to expand the map display for viewing at various levels of detail. A zooming capability will
allow users to control and personalize map displays, so that the displays can more effectively
satisfý' users' individual information requirements.

a. Consider designing the map displays with hierarchical levels of portrayed detail and
labeline so that the user can zoom in to examine an Lrea in grear-- dLta ..d..oom ,., ,f, a.n
aggregated display. However, when graphic data are layered hierarchically at different levels of
detail, complex data files and data manacement techniques may be requiied.

b. Also, consider implementing zoo.ming as a continuous function, by which a display can be
expanided Lo any degree.

Snmth and Mosier (1986).

2.5.6.2.5. Inset. To assist the user in maintaining his orientation when using a sequencing.
zooming, panning or other technique to examine a segment of the entire display, provide soI0e
type of graphic indicator of the user's current position in the overall "nap display. Consider using
an inset that gives a dynamic scalc-iriodcl representation o" the displayed area mapped onto a block
representing the entirte ci',lyýnv uuf.ac.

Knapp, \luse~ and Gelhnrian !lY82): N(kc V Sun l')S, Smith and Mosicr ( 1i)5 .
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2.5.6.2.6. Normal display coverage. If panning, zooming, or other techniques are
available to the user that cause a change in the normal display coverage, provide an easy means for
tJe user to return to the normal display coverage (e.g.,th.e usC of function keys labeled "Return" or
"Rtosct"). Normal coverage may be user defined cr predefined by default system parameters.

Smith and Mosicr (M9S6).

2.5.6.2.7. Dynamic capabilities. Consider providing dynamic display capabilities that
will permit users to simulate activities on a situation display (e.g. projected movement of the
forward edge of the battle area [FEBA]). Such a capability is particularly important in command
and control applications to support the war gaming and decision making process.

See 2.6. Dynamic displays.

2.5.6.2.8. Analytic aids.

2.5.6.2.8.1. Distance judgments. When uscrs uiust judge distances accurately on a
map, consider providing computer aids for that purpose. For example, consider permitting users to
select any two points, and have the system provide the separation distance.

Smith and Mosier (1986).

2.5.6.2.8.2. Topographic analysis. Consider providing computer aids to help users
perform analysis of topographic displays (e.g., aids to support terrain analysis, calculate slopes,
and calculate sight angles to determine radar coverage).

Smith and Mosier (1986).

2.5.7. Three or more dimensional forms. Generally, the use of three or more
dimensional presentation formats should be restricted to users who are familiar with advanced
statistical presentation formats, techniques and methodologies.

2.5.7.1. Pictographic scales. Consider using pictographic or character scales to present
multidimensional data (e.g. Anderson's glyphs, Cernoffs faces, sunflowers, weathervane, stars or
polygons, and Kleiner-Haritgan trees described in detail in Tukey and Tukey, 1981).

a. Select and desig.n pictogrphic scales so chat the scaics arc separable. The Ncaks should
allow the user to easily shift attention from one coded aspect to another.

b. Select and design pictographic scales so that the individual values coded can be intergrated

to form an overall impression of trends in the data.

Tukey and Tukey (1981).

2.5.7.2. Multiple displays. Consider using a series of small multiple displays to present
multidimensional data (e.g., multiple bivariate displays to present multidimensional data of four
variables).

Se-e Firgure 4 1.
"1- rE3 ".

2.6. Dynamic displays.
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Figure 41. Multiple bivariate displays.
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Pacific Grove, CA: Wadsworth Advanced Aooks. Copyr~ght 'D 1985 [3sel 1e!i-phoncl
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2.6.1. Changing values. Update alphanumeric values that a user must reliably read no
more than once per second. When the display is to be considered as real time, update
alphanumeric values that a viewer uses to identify rate of change or to read gross values no faster
than five times per second, and no slower than tvMo times per second.

MIL-STD-1472 5.15.3.4.1.

2.6.2. Update rate. The rate of update on a dynamic display should be controllable by the
user and shall be determined by the user's informational requirements.

MIL-STD-1472 5.15.3.4.2.

2.6.3. Display freeze. Provide a display freeze mode to allow the user to scrutinize closely
any selected frame that is updated or advanced automatically by the system. For frozen display
frames, provide an option to allow the user to resume the display at the point of stoppage or at the
cun-ent real-time point.

2.6.3.1. Freeze feedback. Provide an appropriate label or graphic indicator to remind the
operator wkhen the display is in the freeze mode.

.\,!!L-STD 1472 5.15.3.4.3; MIL-STD-1472 5.15.3.4.4.



Section 3. Interactive Dialogue

The guidelines in this section concern user-computer graphic communication. The guidelines
are partitioned into two broad categories: Interaction tasks and Iconic dialogue. The section,
Interaction tasks, describes the basic task components of the interactive dialogue and the capabilities
of interaction techniques that are required to support the user's efficient performance of these tasks.
Iconic dialogue provides guidelines concerning the design and use of icons, which are graphic
dialogue elements.

3.1. Interaction tasks.

Consider including interaction techniques in the interface that will permit the user to perform
the following user-oriented interaction tasks. These interaction tasks, which are independent of
application and hardware, are postulated to be the elementary task components or building blocks
of more complex interaction tasks and complete interaction dialogues. The user performs these
tasks to enter or operate upon graphic elements, to construct a graphics display and to manipulate
and edit graphics data or other display elements.

See 3.1.1.3.1. Display selected attributes.
Foley, Wallace and Chan (1980, 1984).

3.1.1. Selection.

Include interaction techniques that will permit the user to make a selection from a set of
alternatives (e.g., selections from a collection of displayed elements such as data points on a
graphics display, unit symbology on a battlefield situation map display or selections from a set of
commands or menu options).

3.1.1.1. System data base. Permit users to select data from the systems' data base for

portrayal in a graphic format.

Parrish et al. (1983).

3.1.1.2. Standard formats. Permit users to select standard graphic formats for the
presentation of graphics Uata (e.g., b.,r graphs, column graphs, arithmetic line graphs, etc.).

See 2.5. Graphic Forms.
Parrish et al. (1983).

3.1.1.3. Attributes for graphic elements.

The capabilities provided should permit the user to specify the attributes for graphic elements
(e.g., cross-hatching patterns, plotting symbols, line type, color, and text font and size) and to
change attribute selections (e.g., to edit a graphics display). Ideally, the attributes should be
selected from displayed samples illustrating the set of available options.

a. Generally, the current selection of attributes should remain in effect until a new selection is
made; however, in selected cases, it may be more appropriate to permit the selected attributes to
reverse back to default values when the interaction sequence is completed.

80



"b. Permit the user to change attribute selections. Users should be able to change display
attributes by the same means used initially to select the attributes (e.g., if a cross-hatching pattern
was selected ori~inally from a list of menu options, the menu options should be used to change the
pattern). Graphic data entry and graphic data editing are temporally-proximal actions; and
therefore, entry and editing actions should be executed using consistent actions.

Smith and Mosler (1986).

3.1.1.3.1. Display selected attributes.

In applications where display cues do not convey adequately attribute information, display the
selected attributes so that the user knows which attributes are currently operative.

a. A display of the current selected attributes is important because users may forget what
options have been chosen and a reminder may prevent user errors.

b. Exemplary techniques for displaying selected attributes include: highlighting seiected
menu options; displaying attributes in an "inset or "reference" window; and changing cursor
shape, size or color depending upon current attribute selections. Also, consider permitting users to
request an auxiliary display of attribute information, particularly when there is not sufficient screen
space to display attribute information or when the attributes derive from models whose
characteristics are too complex for a simple display representation.
See 3.1.1.A. H-ighlighting; 2.4. 1. Selective H-ighlighting.

Smith and Mosier (1986).

3.1.1.3.2. Color.

a. When color can be selected as an attribute of graphic elements, allow users to specify
colors directly rather than requiring them to name the colors (e.g., by "pointing" or "clicking" when
making selections from a list of options in a menu). In systems where there are only a few colors
(such as the basic colors of the spectrum) names of colors may be used reliably. However, where
many colors are available, users with normal color vision can select from displayed samples more
reliably than from a list of color names. To aid users with color-vision deficiencies, consider
labeling the displayed colors with their color names.

b. Consider providing capabilities for users to mix colors by cursor positioning either in a
displayed palette or directly in a graphic image. By mixing colors users can control the saturation,
brightness and opacity or transparency, as well as hues of graphic elements. By mixing colors one
can create more effective color displays.

See 2.4.6. Color coding.
Foley, Wallace and Chan (1980, 1984); Smith and Mosier (1986).

3.1.1.3.3. Symbols. Provide a standard set of symbols from which a user can make
selections for incorporation in the graphics display. For example, to construct a map overlay or to
update a computer generated situation map, a user could select doctrinal military symbology from
fists of options in sequentially displayed single-level menus.

Parrish et al. (1983).
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3.1.1.4. Highlighting.

To provide visual feedback to the user, highlight a graphic element when it is selected on the
graphics display (e.g., a unit symbol). Exemplary highlighting techniques include the placing of a
dotted border around the selected element and displaying the element in reverse video to
distinguish it from other graphic objects on the display. As possible, the highlighting used should
help the user anticipate the consequences of any proposed actions involving that selection; for
example, elements selected for deletion car be highlighted consistently in reverse video.

See 2.4.1 Selective highdighting; 3.1.1.5. Deletion.
Foley, Wallace and Chan (1980, 1984); Smith and Mosier (1986).

3.1.1.5. Deletion.

a. Permit the user to select items for deletion or erasure; however, deletion should be
implemented as a reversible action. Consider providing a general "UNDO" capability to reverse
deletions. Also to support users in complex graphic tasks, consider providing a more
comprehensive capability, where the user can save deleted graphic elements in a computer scrap
basket or user scratch pad for retrieval any time during the interaction sequence.

b. Consider hightlighting (e.g. reverse video) the items that have been selected for deletion to
give the user feedback concerning his choice, which then can be checked for accuracy before
executed.

Smith and Mosier (1986).

3.1.2. Positioning.

Include techniques in the interface that will permit the user to position and reposition a graphic
element on the display (e.g., a line segment, a utit symbol, or other display entity using
"dragging", "cut-and-paste", keyboard entry of coordinates, or other means). A capability for
moving graphic elements will support initial data entry and editing. Also, repositioning graphic
elements generally will be easier and more efficient than deleting and then reconstructing the
graphic element in its desired location.

3.1.2.1. Feedback. As possible to do so, select techniques that will provide both
continuous and discrete feedback for positioning tasks.

3.1.2.1.1. Continuous feedback. When feedback is continuous, visual feedback of the
object's location is provided as the object moves through a succession of trial positions until the
desired position is reached. Generally, continous feedback is appropriate when the user knows
where on the screen the position of interest is but does not know its exact numeric coordinates
(e.g., when a user repositions units to update a battlefield situation map using geographical location
rather than unit coordinates).

a. It is probably not necessary to depict the object in complete detail when it is being
renositioned. It might suffice to show it in simplified outline until its new position has been
confirmed by the user or perhaps until it remains in one positon for a fixed interval of time. at
which point its details could be filled in again.
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3.1.2.1.2. Discrete feedback. When feedback is discrete, visual feedback of the object's
location is not echoed on the display while the object is being positioned. Generally, discrete
feedback is appropriate when the user knows the numeric coordinates but not the desired positions
(e.g. when a user repositions units to update a battlefield situation map using unit coordinates).

3.1.2.2. Zooming. To make L.he positioning task easier when exact positioning of a graphic
element is required or to support user reformation extraction on a high density display, provide a
zooming capability so that the user can expand any selected display area.

Foley, Wallace and Chan (1984); Smith and Mosier (1986).

3.1.2.3. Grid. Consider superimposing a grid on the display or placing a coordinate axes
along the edges of the display to help the user align positions or objects or to convert a position on
the screen into numeric coordinates for keyboard entry. To prevent interference with other
information, present the grid or axes at low intensity.

Foley, Wallace and Chan i984)

3.1.3. Orienting.

Include interaction techliques that will permit the user to orient any two-dimensional or
three-dimensional entity. Exemplary tasks are the rotating of a two-dimensional symbol so that it
points in another direction and the changing of the viewing angle of a three-dimensional symbol.

See 3.1.2.1.1. Continuous feedback; 3.1.2.1.2. Discrete feedback; 3.2.5.1. Three-dimensional symbols.
Foley, Wallace and Chan (1984).

3.1.4. Pathing.

Include interaction techniques in the interface that will permit the user to generate a path,
which is a series of positions or orientations created over time. Examples of tasks where a user
may generate a path of positions or orientations are: (1) drawing curves or lines to construct an
arithmetic line graph; (2) creating an overlay or placing a desired route on a map; and (3)
simulating unit movement on a battlefield situation map by both repositioning and reorienting unit
symbols.

Foley, Wallace and Chan (1980, 1984).

3.1.5. C'jantifying.

Include techniques that will allow the user to execute quantifying tasks, those tasks where a
user specifies a value or number from a range of values to quantify an entity. Quantifying tasks
include the specification of: (1) the values of scale divisions for the veritical and horizontal scales
of a graph; (2) the height of a column or width of a bar; and (3) the size of icons and other
graphical symbology.

1-oley, Wallace and Chan (1980, 1984).
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3.1.6. Text entry.

Include techniques in the interface that will permit the user to input text strings on graphic
displays. Typical text entry tasks associated with graphic displays include annotating and labeling
situation maps and map overlays, placing titles, subtitles, and scale labels on graphs, and entering
the text in keys or legends.

a. Users should be able to use the alphanumeric features of the system to enter text on
graphic displays (e.g., direct entry from the keyboard).

Foley, Wallace and Chan (1980, 1984); Parrish et al. (1983).

3.1.7. Multiple interactive techniques.

To accomodate different user characteristics, provide several interaction techniques for the
same task, as possible to do so.

a. For example, menu selection and function keys are interaction techniques that can be used
for selection tasks. However, novice users prefer menu selection; and experienced, frequent users
prefer function keys, because they have memorized them.

b. If multiple techniques are provided, incorporate a transition mechanism in the interface that
will move users from the use of one technique to another.

Foley, Wallace and Chan (1984).

3.1.8. Presentation guides user action.

To guide user actions, design the context presented to the user at each interaction point so that
it suggests the actions which the user can take upon that context. The context is what the user sees
as he interacts with displayed data. For example, when a user edits a displayed graphic element by
selecting options from a menu, highlight only those options that are appropriate user actions for the
present task being performed in the interaction sequence.

Bennett (1976).

3.2. Iconic dialogue.

Icons are pictographic symbols used as part of the dialogue to represent computer entities and
data- These symbols can indicate attributes, associations and states of computer entities and data.
They include two-dimensional and three-dimensional symbols.

Gittens (1986).

3.2.1. Advantages. The use of icons in the intcrface has the advantages listed below.

3.2.1.1. Screen space. The amount of space for displaying information on a computer
screen is a finite quantity and must be used judiciously. Because icons can represent a lot of
information in a small amount of space, they can be used to conserve screen space.
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Hemenway (1981); Sumikawa (1985).

3.2.1.2. Interactive dialogue. The dialogue between the computer and the user is
potentially faster with symbols than words.

3.2.1.2.1. Distinctive targets. As display targets, icons are more visually distinct from
one another than are words and can be spotted easier than a written word.

Hemenway (1981); Sumikawa (1985).

3.2.1.2.2. Recognition and processing. The majority of users may recognize and
process graphical images faster than words.

a. When icons are miniature pictures of the objects or operations they represent, mental
processing is less dependent on formal learning as is required in the processing of words that are
very dependent on a specific language and culture.

Huggins and Entwisle (1974).

b. Icons are easily learned, retained, and recalled as single units of information due to the
powerful processing ability of human image memory and processing capabilities.

Glinert. Ephraimn, and Tanimoto (1984).

3.2.1.2.3. Iconic menu selection. Iconic menu selection is potentially faster than words
or phrases in menu selection.

a. Icons facilitate faster user response because tactile movements are acquired easily and with
the continued use of iconic menus the user response rate becomes more automatic.

Marcus (1984).

b. Icons can decrease cognitive load in menu selection if the icons evoke immediate
association with their equivalent text strings.

Foley, Wallace and Chan (1984).

c. Icons encourage users to explore the visual relationship and organization of objects more
than is the case with commands. Because organization facilitates retention, iconic menus may
improve the overall learning and recall of the operational procedures of the interface.

Gittens (1986).

3.2.1.3. Universality. Icons can be used to design a computer interface that is useable by
persons of different cultural groups and linguisitic backgrounds. By replacing written words in the
computer interface with culture-free, univenal symbols computers can be used effectively by
diverse user populations. (e.g., U.S. officers and allied officers).

Marcus, 1984: Sumikawa. 1985.
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3.2.2. Disadvantages. The use of icons in the interface have the disadvantages listed

below.

3.2.2.1. Testing. Design of efficacious icons may require extensive testing.

a. The information conveyed by any symbol depends on a viewer's experience and
knowledge, which is determined largely by cultural factors. Careful testing may be required to
develop a statisfactory set of icons to achieve legibility ani consistency in interpretation, especially
when users vary in cultural and linguistic backgrounds.

b. Generally, all symbols should be tested for the meanings they evoke before using them to
display information to any group of users.

See 3.2.3.1.2. Meaningfulness of form.
Bersch, Moses & Maisano (1978); Smith and Mosier (1986).

3.2.2.2. Transition to other media. Because iconic menus may not support the
transition to the use of other media, iconic menus may be more appropriate for intermittent rather
than continuing use. For example, it is believed that iconic menus do not support the sequential
concatenation of coded menu selection that can ease the transition to command entry as novice users
become more experienced. To support the transition from the use of icons to other media, special
facilities may be required in the interface.

See 3.2.5.1. Aiding techniques: Transition.
Hemenway (1981); Smith and Mosier (1986).

3.2.3. Structure and design.

3.2.3.1. Gestalt Principles. Consider these Gestalt principles when designing icons,
which generally provide the theoretical foundation for the specific iconic guidelines detailed.

3.2.3.1.1. Pragnanz. As per the Gestalt law of pragnanz, people prefer the simplest or most
efficient interpretation of a symbolic representation.

a. Defined in terms of the amount of information content, efficiency can be measured as the
count of the number of structural symbols contained in a symbolic representation, excluding metric
quantities that determine the scale but have no bearing on the shape (e.g., lines, angles, squares,
cubes, repetitions, and reversals).

Chase (1986); Leeuvenberg (1968, 1971); van Tuijl (1980).

3.2.3.1.2. Meaningfulness of form. A form tends to be meaningfu! and to have
objectivity. The more meaningful the form, the stronger it is, the more easily it is perceived, and
the longer it tends to persist.

See 3.2.3.2. Concrete concepts.
Pomerantz and Kubovy (1986).

3.2.3.1.3. Priniciples of grouping.

86

I~ -



3.2.3.1.3.1. Proximity. Elements that are in close proximity of one another will tend to
group.

3.2.3.1.3.2. Similarity. Elements of similar shape or form will tend to be perceived as a
group.

3.2.3.1.3.3. Closure. When elements are arranged so they define a closed region, they will
group together to form perceptually unified shapes.

3.2.3.1.3.4. Good continuation. Figures willorganize to make the fewest changes or
interruptions in straight or smoothly curving lines.

3.2.3.1.3.5. Symmetry. Elements will group to maximize the symmetry of their resulting
organization.

3.2.3.1.3.6. Common fate. Elements in a visual field undergoing simultaneous, correlated
changes will tend to be grouped together.

See Figure 42.
McCleary (1981); Pommerantz and Kubovy (1986).

3.2.3.1.4. Rules of figure ground organization. The figure is the perceived entity
that has shape which stands out from the background. The ground is perceived to continue behind
the figure. Consider these basic rules of figure ground organization when designing icons.

3.2.3.1.4.1. Area. The size of a figure relative to its ground affect9 perception. Smaller
closed regions of the visual field are more likely to be seen as figure than are larger ones. Consider
a figure:ground ratio of at least 1: 1.5.

3.2.3.1.4.2. Convexity. When shape is the single dimension varied, convex shapes will be
seen as figures and concave shapes will be seen as grounds (holes).

3.2.3.1.4.3. Contour. A given contour (line) will be seen as belonging to only one of the
two regions it delineates at any one time. This rule is sometimes called the "one-sided function of
contour."

3.2.3.1.4.4. Position. Centrally located objects tend to be seen as figures. If a surface is
divided horizontally into two parts, the lower portion will be seen generally as the figure.

3.2.3.1.4.5. Contrast. The less the difference between the areas of a display, the weaker the
figure-ground relationships. Constrast strengthens figure ground relationships. When brightness
is used as the single coding strategy to obtain contrast, darker areas will emerge as figures; and
similarly when texture coding is used, the coarser textures will tend to be seen as figures.

See 2.4. Coding.
McCleary (1981 ) Rock (1986).
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a, Proximity: Objects tend to group in columns if the vertical spacing is less than the
horizontal. If horizontal spacing is less they group in rows.
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b. Similarity: Items tend to group into c. Closure: When elements are arranged so
rows of identical shapes. they define a closed region, they will group

to form unified shapes.

A A A

C D C C D

B
a d.. B d.2. d.3.

d. Good continuation: Elements will group so as to minimize abrupt changes in a contour's direction.
A to B forms one line and C to D another (in d.11.) The alternate groupings (in d.2. and d.3.) are
not usually perceived.

Figure 42. Illustration of four Gestalt principles of grouping.
(Adapted from Pomerantz and Kubovy, 1986.)
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3.2.3.2. Concrete concepts. Icons are more effective for concrete concepts than for
abstract concepts. Icons for abstract concepts must be developed and tested extensively testing
for meaning, legibility and consistency in interpretation.

a. Concrete concepts generally have existing symbolic representations that are within the
user's experience. When these representations are used in the computer interface, the icons are not
new and are inherently more meaningful. The propositional theory of human memory postulates
that information is stored as an abstract propositional network according to its meaning. In this
respect, the greater meaningfulness inherent in icons of concrete concepts potentially may enhance
information processing and facilitate recall of the information conveyed by the icon.

See 3.2.3.1.2. Meaningfulness of forms; 3.2.3.3. Simplicity.
DeSanctis (1984); Anderson (190)

3.2.3.3. Simplicllty. Avoid the use of over-complex graphics in designing icons. ,Minimize
composite icons so that the icon does not become confusing due to the large number of primitives
or structural components. Ideally the primitives should come from the existing domain of the
user's experience.

Gittens (1986); Nawrowki, 1972.

a. A literal, simplistic representation of the underlying objects structure should be used rather
than an arbitrarily different representation.

Gitttens (1986).

b. The best design of icons tend to be minature canonical representations of the physical
objects to which they refer, which shows or even exaggerates the objects distinctive features.

See 3.2.3.2. Concrete concepts.
Rubenstein and Hersch, 1984; Hemenway, 1981.

C. Applicable to both two and three dimensional symbolic representations, consider using
Leeuwenberg's mathematical coding language or other coding systems to measure the structural
complexity of icons.

See 3.2.3.1.1. Gestalt principles: Pragnanz.
Leeuwenberg (1968, 1971); Van Tuijl (1980).

3.2.3.4. Consistency.

a. The meanings assigned to icons should remain consistent across displays that are to be
presented together. Icons should be standardized within a system and, where possible among
systems with the same users.

b. As possible to do so, use a common set of primitives and boundary shapes for all icons in
the interface. The consistent use of graphic primitives and boundary shapes will help formulate
semantic determinants, the meaning of an icon and the relationships of meanings of a set of icons.
In this respect, the user will be able to interpret more. easily the icons and make valid inferences
about the characteristics of their underlying objects, even for new icons.
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See 3.2.3.1.2, Meaningfulness of form.
Gittens (1986); Ives (1982); Sumikawa (1985).

3.2.3.5. Opposing functions. Represent opposing functions with icons which mirror

each other.

Gittens (1986)

3.2.3.6. Figure grounds. The ground form of a icon should be clear and stable.

See 3.2.3.1.4. Rules of figure ground organization.
GittLens (1986).

3.2.3.6.1. Boundary. The boundary lines around an icon should be solid, closed, and
contrast-bounded, with the comers as smooth as possible.

3.2.3.6.1.1. Unclosed boundary. If the boundary lines around an icon terminate without
converging, users may perceive a closure where none exists.

3.2.3.6.1.2. Contrast. The constrast between the figure ground and the underlying display
can be used effectively to enhance the icon and background boundary. As possible to do so, avoid
using color alone to provide a contrast, rather use a redundant coding strategy that utilizes color and
some other visual dimension. Do not use blue as a distinguishing component.

See 3.2.3.1. Gestalt principles; 3.2.5. Aiding techniques: 2.4.6. Color coding.
Gittens (1986).

3.2.3.7. Size and location.

a. Display targets, whether alphanumeric or iconic, should be as large as possible in order to
reduce positioning time and error rate. Fitts's Law predicts that the hand movement time to
position a target from one location to another increases with the distance moved and decreases with
the size of the target.

b. As possible to do so, the ability to change the size and location of icons should be
consistent with the facilities provided for other components of the dialogue, especially windows.

c. When an icon is used to code data categories as many as five different sizes can be used.
However, size coding of icons should be restricted to less dense displays; with two or three
different sizes as a practical limit.

d. If multiple sizes are employed for the same symbol, the next larger symbol should be at
least 1.5 times as big as the next smaller symbol.

See 2.4.5. Symbol coding; 3.1.2. Positioning; 4.3. Windows and screens.
Engel and Granda (1975); Foley, Wallace and Chan (1984); Gittens (1986); Ives (1982); MEL-STD-1472
5.15.3.3.6.; Smith and Mosier (1986).
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3.2.3.8. Color. Use color with discretion and for specific purposes. Color can be used
effectively to denote the association and attributes of icon objects and to provide contrast when a
redundant coding strategy is used.

See 2.4.6. Color coding; 3.2.3.6.1.2. Contrast; 3,2.5. Aiding techniques.
Gittens (1986).

3.2.3.9. Iconlc labels. Alphanumeric labels should be placed beneath the symbol or
definitions of icons should be available to the user (e.g., through selective call-up facilities where
the user can obtain the meanings or other detailed information about symbolic representations).

See 2.4.5. Symbol coding.

3.2.3.10. Iconic coding schemes. To avoid an overly complex display, a coding
scheme using icons should consist of no more than twenty unique shapes.

Ives (1982).

3.2.4. Iconic forms. Use the guidelines below to answer questions about how to use various
iconic forms in the graphic interface.

3.2.4.1. Technological Icons. When the system will be used by different cultural
groups, use technological icons (as possible to do so) rather than natural objects so that the icons
will be interpreted consistently by the varying cultural groups.

a. For example, denote area definitions by triangles or circles, maximum sizes by squares
and diamond shapes, and perimeters by lines with apex characters such as "+" and "*". In using
squares and oblongs the recommended aspect ratios are 1:1, 1:2 and 1:3, etc.

Gittens (1986).

3.2.4.2. Metaphors. A metaphor relies on attributes of a physical, external environment with
which the user is familiar, being directly transferable to the objects in the computer system.
Metaphors should be tested with users to confirm their intended meanings.

a. Do not use metaphors if self-contained icons of equal useability can be designed.
Metaphors can be dysfunctional if users make inferences beyond their intended meanings whereby
the functionality of the system could be affected adversely.

b. As possible to do so, use technological icons in the metaphor in preference to natural or
cultural objects. Technological icons can facilitate the users transition to the use of other interactive
media and can make the system more useable by diverse cultural groups.

c. Metaphors should be consistent for the objects provided (e.g., file deletion with recovery
= waste paper bin, permanent deletion = shredder).

d. The emotional tone of a metaphor should not be distasteful or inappropriate. For example,
a sewage disposal system is an inappropriate metaphor for an electronic message system.
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See 3.2.4. 1. Technological icons; 3,2.3.2. Concrete Concepts; 3.2.2.2. Transition to other media.
Gittens (1986); Shneiderman (1987),

3.2.4.3. Metaphors as design model. Avoid overuse of the "office metaphor" as the
design model. Use a systematic design process where user characteristics (e.g. skill, knowledge,
abilities and culture), tasks to be performed and software and hardware characteristics are
considered to select the design model.

a. As possible to do so, provide a variety of metaphors. Users can benefit from the use of
more than one model of the system as their experience increases and several metaphors can also
help personalize the system, which is especially important when users vary widely in individual
characteristics.

b. Provide for a clear explanation of the limits of the metaphor and monitor usage.

c. As possible to do so, provide facilities to migrate to other metaphors or media.

See3.2.2. Disadvantages.
Gittens (1986).

3.2.5. Aiding techniques.

3.2.5.1. Three-dimensional symbols. For three-dimensional symbols provide a
multiview capability, that is, different vertical or horizontal viewing angles, as well as different
coverage. The capability will provide the user with a choice of views that best satisfy information
needs.

See 2.5.7. Three or more dimensional forms.
Louis (1984).

3.2.5.2. Transition. Provide facilities within the interface for users to migrate to other
collections of icons, other metaphors and other media (text and commands).

Gittens (1986).
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Section 4. Screen Layout and Display
Characteristics

This section provides selected guidelines on screen layout aid display characteristics that are
important from the graphics design perspective. Some generic guidelines that address major design
considerations are also included. More extensive coverage of screen format and display
characteristics can be found in Freeman (1986), Galitz (1Q81), and Rupp (1984).

4.1. User control. To optimize the use of screen space and to accommodate individual
differences in expertise among users, give the user some control over screen layout.

a. For example, as possible to do so, allow users to control the positions and dimensions of
windows. For example, novices typically will enlarge prompt windows to show as much helpful
material as possible. Experts will shrink this window to maximize the amount of other information
displayed.

See 4.3. Windows and screens.
Newman and Sproull (1979).

4.2. Menus.

4.2.1. Organization: single-level vs. hierarchical. If the set of alternatives is
small enough to be contained in the available screen space, a single-level menu can be used.
Otherwise, use a hierarchical nienu or sequential displays of single-level menus.

4.2.1.1. Positioning techniques. To assist the user in maintaining orientation when
using a multi-framed menu structure (hierarchical or sequential displays of single-level menus),
consider including techniques to indicate position in the menu.

a. For sequential displays of single-level menus, consider using a simple visual presentation
to indicate position in the sequence, such as a "position marker". For example, position in the
first frame of a menu with 6 frames can be indicated by a position marker that shows +------
position in the second frame can be indicated by -+ .... , and so on.

b. Consider making available to the user a graphic of a hierarchical menu, such as a tree
structure or flow chart that presents the menu structure in an abbreviated format. The current
position should be highlighted. In systems where display space is not a constraint and all items of
a hierarchical menu can be adequately labeled and displayed, consider permitting the user to make
menu selections using the graphic. However, any visual representation selected for hierarchical
menus should be tested for effectiveness.

Schneicierman (1987).

4.2.1.2. Navigational aids. Consider providing navigational aids to assist users in
moving through menu selections. These aids might include control commands to traverse a
hierarchy, such as move to the top of the hierarchy and move up one level of the hierarchy; a
capability to go directiy to a few frequently used nodes of a tree; and corn.man.ds to flip pages
forward and backward in sequentially displayed single-level menus.
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Foley, Wallace and Chan (1984).

4.2.1.3. Order of Items. Avoid a random organization. Generally an alphabetical,
frequency of use and a logical (functional) ordering can be used together or separately to construct
menus. Comnands in a hierachical menu usually are arranged based on a logical or functional
grouping.

See Graphic Aids.
Foley, Wallace and Chan (1984).

4.2.2. Graphic menus. Organization of icons in graphical menus may conform to same
princip!es of organization used with textual menus.

See 4.2.1 0 iganization-Single.level vs. hierarchical; 3.2. Iconic Dialogue.
Foley, Wallace and Cran (1984).

4.3. Windows and screens.

4.3.1. Multiple windows and screens. Multiple windows and multip!e screens should
support the user's expectations about the pattern of the display.

See 2.5.6.2 Graphic aids.
Norman, Wcldon and Shneiderman (1986).

4.3.2. Graphic manipulation. Consider providing facilities for the exposure and hiding
of ovc.rlapping windows and for the stretching and contraction of windows. These types of
graphic ravipulation capabilities wiil allow the user to tailor the display to one's individual needs
and prefrren:es and may also help to optimize the use of screen space.

4.4. Cursors. Use different cursors to signal system processes and states to the user

4.4.1. Cursor forms. Choose cursor forms that are distinctively different from the
aiphawurnme'ns, spezial characters or graphic elements used on the displays. Intensity, color, blink
.•nd other coding techniques also may be 'ised to differentiate the cursor from the rest of the
displayed information.

4.4.2. Cursor positioning and movement. Especially critical for graphic data entry
tasks, the user needs an efficient meas (o position or move the cursor around on the display and to
signal to the computer when the desired location has been reached.

4.4.2.1. Ease and accurany. Incormorate techniques in i'e interface that will provide
users with an easy and accurate means for positioning a displaye, cursor to seiect locations, to
select different display elements, and to perform other :asks associated with the entry, manipulation
or editing of graphic's data or other display elements.

4.4.2.2. Confirmation. Provide :.echniques that will permit the user to confirm the position
of the display cursor. The position selected for the cursor should )e confiired as a separate action.
that is the user should first position the cursor at the desired location and then co'nfL'-m that position
to the computer. Confirmation is not recommended for pathing tasks.
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4.4.2.3. No rotation. To achieve efficient user performance, there should be no rotation in
the positioning-device-to-screen transformation, to include those situations where the viewing
transformation fronm world to screen coordinates does include rotation. Specifically, the cursor (or
other graphic object being positioned) should move in the same direction as the user's hand while
the control device is being manipulated. For example, the movement of the hand to the right
should cause the screen cursor to move to the right.

See 3.1.2. Positioning.
Foley, Wallace, Chan (1984); Marcus (1984); Smith and Mosier (1986).

4.5. Area for item selection. The display area for selecting an item should be as large as
possible (i.e., when selecting an item for repositioning, editing, etc.). The minimum area for
selection should be the length of the item plus half the height of the item. Ideally, the user should
be able to specify a symbol, a line segment or text string anywhere within the area of the item or
within its surrounding area.

Engel and Granda (1975).

4.6. Display device characteristics.

Consider the tasks to be executed using the computer system and the type of environment in
which the system will be operated to identify the performance requirements for display device
characteristics (e.g., values of spatial resolution and intensity resolution). Command and control
systems will be operated in numerous types of environments under suboptimal viewing conditions
by users whose cognitive, perceptual 2nd motor functioning may be degraded by the stress of war.
Also, if a command and control system is to be responsive to the informational demands of the fast
paced, battlefield environment, the system will require a highly dynamic, highly interactive
user-interface with rapid screen update of complex images. For these reasons, optimal
performance levels of display device characteristics are generally required for command and control
systems.

4.6.1. Evaluation. 'To evaluate a display device or to compare the quality and performance
capabilities of different display devices, consider the extent to which the display's spatial
resolution, intensity resolution, color capability, linearity, writing speed, brightness and selective
erasibility capability satisfy task and environment requirements.

4.6.1.1. Spatial resolution. To select a particular spot in an image, one specifies a pair of
coordinates (x and y) in the computer. The number of bits available for specifying a coordinate
determines tl'z resolution in that coordinate. Typical resolution values for computer graphics
displays range from a low of 1:256 to a high of 1:4096.

4.6.1.2. Intensity resolution. Intensity resolution ,s brightness of light emanating from a
selected point (pixel) of the dispiay. Intensity resolution normally ranges from a minimum of two
for a bi-level (black and white) display, to a maximum of 256. High values of intensity resolution
are required for gray-tone images. Line drawings seldom require more than eight intensity levels.

Freeman (1986).

4.6.1.3. Color capability. In a full-color graphics display, the user can generate a large
set of colors, defined in terms of hue, saturation, and intensity, by appropriately mixing red,
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green, and blue light sources of different intensity. The number of displayable colors depends on
the ranges in intensity available for each of the three primary colors, which can range from as few
as eight in low-cost displays into the millions in high-performance displays.

4.6.1.4. Linearity of the display. The linearity of a display is measured by the accuracy
to which geometric properties of the representation are preserved. In a display with high linearity,
specifying a given horizontal line segment to be twice as long as another segment yields a segment
that is indeed twice as long, within a tolerance that does not exceed the resolution of the display.
Also in high linearity displays, straight lines tend to be as straight and as much to the dcsired slope
as the discreteness of the display permits.

Freeman, (1986).

4.6.1.5. Writing speed. Writing speed refers to the rate with which graphics can be drawn
on the disply. A user request for a new image or a change in an existing image should be carried
out almost instantly. The delay in carrying out a user request should be no more than 1 to 2
seconds. Longer delays may disrupt the continuity of the user's thought processes.

4.6.1.6. Brightness. Display brightness determines the level of ambient light under which
the display can be comfortably viewed. Brightness is the psychological perception of light intensity
and is related closely to luminance (that is, the luminous intensity per uni area, which is a
photometric quantity). Both brightness and cortrast, the ratio of the difference between the
maximum and minimum luminance to their sum, affect display visibility.

4.6.1.7. Selective erasability. The display device should have the capability for
selective erasability. The user should be able to erase any portion of a graphics image without
altering the rest of the image. It should not be necessary for the user to first erase the entire image,
which is subsequently redrawn without the undesired portion.

4.6.1.8. Other display characteristics. Other characteristics of the display device to
consider in evaluating the appropriateness of the display device are inherent storage, power
requiremnents, life expectancy, resistance to shock and vibration, and cost.

Freeman (1986).
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